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Chapter 1

Introduction

This document presents my main research activities during the last six years and concern problems in com-
binatorics and can be classified into two principal themes. The first one is a continuation of a part of my
works during my PhD, namely an extension of the notion of rank-width to 2-structures, and the second part
deals with the enumeration of minimal dominating sets in graphs. There is a priori no fil conducteur be-
tween these two parts except that one can easily enumerate minimal dominating sets in graphs of bounded
rank-width. However, my own work on the enumeration of minimal dominating sets will take advantage of
the acquired knowledge on graph decompositions.

1.1 Rank-Width

Graphs1 are probably one of the simplest objects, not to say the simplest one, in combinatorics. But, they
are probably the fundamental object in (theoretical) computer science and are used to model so many
situations in several areas such as biology, economics, social sciences and so on. So, it is important to
understand the structure of graphs for twofold: first being able to classify them (no matter what we mean)
as any mathematical object, and second solve the algorithmic questions arising in the use of graphs as
models.

The main and common tool in graph theory is the notion of graph decomposition. Decomposing a
graph G means transforming G into a target graph H that is supposed to be simpler and such that (1) one
can reconstruct G from H , (2) the algorithmic as well structural properties of H can be transferred to G .
This simple paradigm, known since Descartes as divide and conquer, has proven its usefulness in settling
several important problems in graph theory. We can cite the proof of the Strong Perfect Graph Theorem
[25], the proof of the Graph Minor Theorem [144], or the seminal work by Martin Grohe on the definability
of PTIME in minor-closed classes of graphs.

The simplest graphs are trees and it is well-known since the sixties that any problem expressible in
monadic second-order logic (MSOL for short), among them several N P -complete problems, can be solved in
polynomial time on trees [26, 153]. Moreover, in the structural point of view trees admit several characteri-
sations: (1) connected graphs without cycles as induced subgraphs, (2) connected graphs without a triangle
as a minor, (3) critically connected graphs, (4) trees are well-quasi-ordered by the minor relation, etc. [53].
Hence, trees are naturally good candidates as target graphs in graph decompositions and in fact are the most
considered in structural and algorithmic graph theory: tree-decomposition [141], modular decomposition
[68], split decomposition [44], rank-decomposition [130] to cite the most studied and fruitful ones2. Even
though split decomposition [13, 18, 138] and modular decomposition [136] have proven their importance
in structural and algorithmic graph theory, the most important ones are indisputably tree-decomposition
and rank-decomposition, and their variants.

1In most cases we deal with simple graphs, i.e., without parallel edges and loops.
2Some ad-doc decompositions have been proposed to solve open problems, for instance the given decomposition of perfect

graphs in [25].
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Tree-decomposition played a central role in the proof of the Graph Minor Theorem and is associated
with the now established graph parameter tree-width [142] which measures how far a graph is from being
a tree. Indeed since the seminal paper by Courcelle [32] stating that every M SO L2 property can be tested
in linear time in graph classes of bounded tree-width3 (extending then the result of Thatcher and Wright
[153]), tree-width is popular in algorithmics and is now a mature graph parameter particularly in Fixed
Parameter Theory and has found many applications in several areas of theoretical computer science, e.g.,
Fixed Parameter Theory, Exact Exponential algorithms, CSP, to cite a few. However, only sparse graphs can
have bounded tree-width.

On the other hand some dense graph classes have a tree-like structure, e.g., co-graphs or distance-
hereditary graphs, which were used in the past to provide polynomial time algorithms for some difficult
problems. Parallel to the works in combinatorics, there were some attempts to extend the Formal Language
Theory to finite structures, particularly finite graphs. Several graph operations extending word concatena-
tion were proposed and grammars, called graph grammars, that allow to generate graphs can be defined
[36, 119]. One of the multiple interests of this research line is the possibility to give uniform algorithms for a
class of problems or use induction to prove non trivial properties. Moreover, graph grammars appear to be
a fundamental tool with respect to the research line which attempts to characterise or classify graph classes
that can be expressed in MSOL [36]. Among the many arisen graph grammars two were particularly adopted
by the graph theory community: the Hypergraph Replacement grammar (HR grammar for short) and the
Vertex Replacement grammar (VR grammar for short). The HR grammar is indeed related to the tree-width
notion since a graph class has bounded tree-width if it is HR equational4 [32, 36]. Moreover, the seminal
result by Courcelle [32]was proved using the HR definability of graphs of bounded tree-width. Further, the
series of papers in the Graph Minor Theory were used to solve some questions about the MSOL definability
of some graph classes (see the book [36] for examples and/or references). As for the VR grammar Courcelle et
al. derived the complexity measure clique-width [40]. Clique-width extends tree-width because every graph
class of bounded tree-width has bounded clique-width [40, 28] while the converse is not true, for instance
co-graphs have clique-width 2, but unbounded tree-width. Indeed, several dense graph classes which do
not have bounded tree-width have bounded clique-width : distance-hereditary graphs [79], graphs with
few P4s [40, 120], (see for instance [48, 90, 117] for other examples). Moreover, every M SO L1 property can
be checked in linear time in graph classes of bounded clique-width, provided the clique-width expressions
are given as inputs5 [30]. However, contrary to tree-width which is defined in the basis of a combinatorial
decomposition, clique-width suffers from the main drawback of parameters arising from graph grammars:
the difficulty to construct a parse tree. Indeed, for fixed k , there is no known polynomial time algorithm
that, given a graph G , computes its clique-width expression witnessing its clique-width, except for k  3
[27]. Maybe the recent characterisation of clique-width in terms of nested set partitions [38] can shed some
light on the computation of clique-width, but by now I do not see any new insight this characterisation has
added. Recall that approximating clique-width is difficult [61].

Rank-decomposition and the associated complexity measure rank-width was defined by Oum and Sey-
mour [135] in order to approximate the clique-width of undirected graphs. Indeed, they proved that any
clique-width k -expression can be transformed into a rank-decomposition of rank-width k and which in
return can be transformed into a clique-width (2k+1�1)-expression. Moreover, they provided a polynomial-
time algorithm for checking whether a graph has rank-width at most k . But, clique-width is defined in a
more general setting, namely for directed edge-coloured graphs, which is not the case of rank-width. But,
this seems not restrictive since we can embed any directed edge-coloured graph G into an undirected bi-
partite graph B (G ) in such a way that the clique-width of G is approximated by the rank-width of B (G ), and
then we can use rank-width to also approximate the clique-width of directed edge-coloured graphs [36].
Nevertheless, this encoding is not satisfactory for several reasons because, usually, we are mostly interested
in the following points when studying a graph class C:

1. a polynomial-time algorithm to decide whether a given graph is in C.

3A graph parameter w d is a monotone increasing function from graphs to positive integers. We say that a graph class C has
bounded w d if there is a constant c such that for each graph G in C, w d (G ) c .

4The notion of equational set is the analog of context-free grammar in the setting of graph grammars [36].
5With every term from a given grammar is associated a tree which reflects the structure of the associated generated object from

the algebra associated with the grammar. This tree is usually called the parse tree or expression. We refer to [36] for more information.
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2. The existence of a quasi-order � to characterise C by a finite list of excluded configurations. Such a
characterisation can allow certificates for recognition algorithms. It is moreover desirable, for fixed
H , to be able to check in polynomial time whether H �G for a given graph G 2 C.

3. If a nice quasi-order � is known, does it well-quasi-order C? all graphs?

4. Which problems are solvable in polynomial time in C?
With respect to those four items, tree-width and the minor pre-order behave well. Indeed, From [9]

we can decide in time f (k ) · n whether a graph has tree-width  k , and from the Graph Minor series we
know that points (2) and (3) admit positive answers, and from [32]we know that M SO L2 properties can be
checked in linear time. But, as for clique-width we only know that it is preserved by the induced subgraph
ordering which is not a well-quasi-ordering even in graphs of bounded clique-width: cycles have clique-
width at most 4 but are not well-quasi-ordered by the induced subgraph ordering. Nonetheless, rank-width,
unlike clique-width, behaves better and is related to the vertex-minor quasi-order.

Definition 1.1 (Vertex-Minor [13, 130]). Given a graph G and a vertex x the local complementation at x ,
denoted by G ⇤x , consists in replacing the subgraph induced on the neighbours of x by its complement, and a
graph H is a vertex-minor of a graph G if H is isomorphic to a graph obtained from G by applying a sequence
of local complementations and deletions of vertices. Given an edge x y of G , the pivot-complementation at
x y is the graph G ^ x y := G ⇤ x ⇤ y ⇤ x = G ⇤ y ⇤ x ⇤ y , and H is a pivot-minor of G if H is isomorphic to a
graph obtained from G by applying a sequence of pivot-complementations and deletions of vertices.

Notice that a pivot-minor is always a vertex-minor. The following are analogues of similar results known
for tree-width and graph minor relation.

1. rank-width is preserved under local complementations and hence bounded rank-width is preserved
under vertex-minor [130],

2. for fixed k , we can check whether a given n-vertex graph G has rank-width at most k in time f (k ) ·n 3

[86],

3. from [30, 135]we can check in cubic time every M SO L1 property in graphs of bounded rank-width (a
direct proof can be found in [39]where a graph grammar that characterises rank-width is proposed),

4. graph classes of bounded rank-width are well-quasi-ordered under pivot-minor [131, 134],

5. rank-width is intimately related to the branch-width of binary matroids [130, 131], and even though
it is still open whether graphs are well-quasi-ordered under vertex-minor, the announced proof by
Geelen et al. of the “Matroid Minors’s conjecture” and also Rota’s conjecture [73] suggests that the
answer is YES6,

6. even though checking in polynomial time whether a fixed graph H is a vertex-minor of a given graph
G is open, we have a positive answer in graphs of bounded rank-width [41].

Now, the encoding of directed edge-coloured graphs into undirected bipartite graphs does not allow to
translate any of those positive properties to the directed edge-coloured graphs except an approximation of
their clique-width. For instance, a vertex-minor of B (G ) is not necessarily the encoding of some directed
edge-coloured graphs. Instead, we can ask whether we can define an analogue of rank-width for directed
edge-coloured graphs in such a way that analogues of (1)-(6) exist. During my PhD I proposed an extension
of rank-width to directed graphs and some partial answers to (1)-(3) were proposed. In Chapter 3 I will
present a more robust definition which extends to directed edge-coloured graphs and for which Michael
Rao and I were able to prove analogues of (1)-(6) [91, 103, 104].

Well-quasi-ordering theorems are interesting in the sense that they prove the existence of finite lists
of obstructions for closed sets. But, for algorithmic purposes they are useless and it is common to search
explicitly for the list of excluded configurations. In the case of tree-width and minor closed classes of graphs
several works have been done to identify the obstructions, we can cite the following notable ones:

6Rota’s conjecture says that finitely representable matroids are characterised by a finite list of excluded matroid minors, while the
Matroid Minor’s conjecture states that finitely representable matroids are well-quasi-ordered by the matroid minor, which generalizes
Graph Minor Theorem [73].
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1. Graph classes of unbounded path-width contain trees as minors [141].

2. Graph classes of unbounded tree-width contain planar graphs as minors [142].

3. The sizes of minor obstructions for path-width as well as for tree-width have known upper bounds
[113].

4. One can compute the minor obstructions of an HR-equational minor-closed set of graphs, provided
the HR equations are given [31, 113].

It is worth noticing that it is not always possible to effectively compute the set of obstructions [60, 35].
As for rank-width we are far from proving analogues, except that we know an upper bound on the size of
obstructions for rank-width at most k [130]. Nevertheless, precise conjectures were asked.

Conjecture 1 ([33]). Every graph class of unbounded linear rank-width7 contains all trees as vertex-minors.

Conjecture 2 ([130]). Every graph class of unbounded rank-width contains all bipartite circle graphs as
vertex-minors.

Conjecture 2 is natural once the link between binary matroids and rank-width is established [130], and
also knowing its matroid analogue is true [72]and the well-established link between circle graphs and planar
graphs [50]. Currently, Conjecture 2 is known to be true only for bipartite graphs through [130, 72], line
graphs and circle graphs [133]. However, nothing is known about Conjecture 1 and I spent more than three
years trying to solve it, without any success except in the case of distance-hereditary graphs. Observe that
Conjecture 1 would imply the following matroid analogue conjecture which is also open.

Conjecture 3. Every matroid class of unbounded path-width contains cycle matroids of all outer-planar
graphs.

I was interested in Conjecture 1 for the following reasons. Blumensath and Courcelle used the fact that
graph classes of unbounded path-width contain all trees as minors to propose a hierarchy of incidence
graphs based on M SO L2 transductions [8]. I have been interested in obtaining a similar hierarchy with
M SO L1 transductions and solving Conjecture 1 is a first step. Unfortunately all the attempts to solve Con-
jecture 1 failed. I will present in Chapter 4 the partial results obtained in this direction. In collaboration
with I. Adler [1] we were able to show that path-width and linear rank-width coincide on trees which is
quite surprising because the two parameters are structurally different. We were also able to characterise
the linear clique-width of trees with respect to their path-width, and this is more or less the only nontrivial
graph class with such a characterisation of their clique-width. This implies in particular from [58] that we
can characterise in a recursive way the linear rank-width (or linear clique-width) of trees. Since distance-
hereditary graphs are totally decomposable with respect to the split decomposition and then are tree-like
we investigated their linear rank-width in collaboration with I. Adler and O-J. Kwon [2] and showed a re-
cursive characterisation of their linear rank-width, similar to the one of trees. As a fist consequence we can
compute the linear rank-width of distance-hereditary graphs in polynomial time and this contrasts with
the computation of their path-width that is proved N P -complete in [111]. This characterisation were next
used to compute the distance-hereditary obstructions for linear rank-width k , for any k , and also to prove
Conjecture 1 in the case of distance-hereditary graphs. Another nice consequence is the computation of
the path-width of 2-connected matroids of branch-width 2. All these results were published as an extended
abstract in [2], and two journal versions are submitted [3, 4].

1.2 Enumeration Algorithms

Sometimes we are also interested in listing all the solutions of a question such as in databases where an SQL
request is typically asking for the collection of entries satisfying some conditions. Enumeration problems8

are at least as old as mathematics or algorithmic since people always have met the need to list objects,
e.g., prime numbers, groups of size n , permutations of size n , partitions, partially ordered sets, etc. (see for

7Linear rank-width is the linearised variant of rank-width as path-width is the linearised version of tree-width.
8An enumeration problem consists in listing, without duplications, exactly the elements of a set.
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instance the book [145]where several enumeration problems are discussed or the book [62]where counting
and sampling problems are mostly studied).

Even though enumeration problems had appeared at the beginning of computer science much efforts
have been concentrated on optimisation problems where a lot of research has been done on algorithms and
complexity. Indeed, it was widely believed that enumeration problems are more difficult than the counting,
research or optimisation problems as once we can enumerate we can count the number of solutions, give
a solution or compute an optimal solution. But, nowadays the mass of information has created the need
to analyse the data in order to provide some statistics or extrapolates the distribution of the data or even
help in making decisions, and for that purposes efficient enumeration algorithms are needed (see [106] for
references). Moreover, in the Exact Exponential Algorithms community many state-of-the-art algorithms,
coupled with a combinatorial bound on the number of solutions, are based on enumerating the set (or
subset) of solutions [64, 47], and many computational problems are intimately related to enumeration ones
such as the computation of a polynomial [150] (see also the webpage [121] or the book [145] for several
references on graph polynomials).

In algorithmics one has to deal with limited ressources such as space and time. In standard complexity
theory (an optimisation, a counting or a research problem) the solution is smaller than the input and an
efficient algorithm is an algorithm which runs in time polynomial in the size of the input. But, for enumera-
tion problems the set of solutions is usually exponential in the size of the input: the number of binary words
of size n is 2n , the number of labelled trees of size n is n n�2, the number of independent sets in an n-vertex
graph is O (3n/3), etc. So, with respect to the standard complexity criteria enumeration algorithms are not ef-
ficient even though the algorithm takes exactly O (m ) time where m is the number of solutions. So, it makes
sense to search for another way to measure the efficiency of enumeration algorithms, and the natural way is
to take into account the sizes of the input and of the output. This has the advantage of allowing polynomial
(total) time enumeration algorithms. Enumeration algorithms with running time bounded by a polynomial
p (n , m ) with n the size of the input and m the size of the output are called output-polynomial algorithms
(the class of such enumeration problems is called TotalP for short). Another way to measure the efficiency
of an enumeration algorithm is to measure the delay, i.e., the maximal time between two consecutive so-
lutions, and with respect to this criteria two classes are widely considered: the enumeration problems with
delay polynomial on the size of the input (DelayP) and those with delay polynomial on the size of the input
and the number of already output solutions (IncP). As usual, given a complexity class9 C we can be inter-
ested in knowing which problems are included in C, and also compare it with other complexity classes. For
instance, it is easy to check that DelayP✓ IncP✓ TotalP, and it is even proved that IncP⇢ TotalP [150], and
it is known that several enumeration problems, under the assumption P 6=N P , are not included in TotalP
(see for instance [114, 150] to cite a few).

Nonetheless, it is known that several enumeration problems are in TotalP: words of size n [81], maximal
independent sets (or minimal vertex-covers) in graphs [155], maximal cliques or bicliques [74], feedback
vertex sets [146], bases (or circuits) of a matroid [11], maximal matchings [158], minimal separators [147],
sequence mining [49], etc. (see also the book [145] for more examples). On the other hand, the complexity
statuses of many enumeration problems in (hyper)graphs are still open and I have been mostly interested
in the Hypergraph Dualisation problem (TRANS-ENUM) which consists in enumerating all the (inclusion-
wise) minimal transversals of a hypergraph. A hypergraph is a collection E of subsets of a finite set V and a
transversal of E is a subset of V that intersects every E 2 E . It is a fifty-year open problem to decide whether
TRANS-ENUM belongs to TotalP. TRANS-ENUM is a well-studied problem due to the numerous applications
in several areas such as databases, data mining, artificial intelligence, etc. and also because several other
enumeration problems in (hyper)graphs are special cases of it. For instance, most of the tractable cases
cited above are special cases of TRANS-ENUM and many enumeration problems related to data mining,
database theory or artificial intelligence are either equivalent or can be reduced to TRANS-ENUM [57, 128].

Resolving the complexity status of TRANS-ENUM is a long-standing open question and until now only
few significant tractable cases have been identified and the best algorithm is the quasi-polynomial time
algorithm by Fredman and Khachiyan [65] which runs in time N o (log N ) where N is the sum of the sizes of

9TotalP is called by abuse a complexity class, but it is not yet proved to be one as we still fail in finding what a reduction should
be and also a complete problem, whereas for instance #P is well-defined w.r.t. criteria.
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the input and of the output. It is worth noticing that several other algorithms with the same running time
have been given in the literature [56, 107, 125], and it is known from [80] that it belongs to D SPAC E [log2 n ].
Such a lack of success may be explained by a lack in structural hypergraph theory whereas structural graph
theory have been investigated for solving several graph enumeration problems. Therefore, knowing that
TRANS-ENUM is equivalent to an enumeration problem in graphs would be valuable and would bring new
strategies for tackling this fifty-year open problem.

A dominating set in a graph is a subset D of its vertex set such that each vertex is either in D or has a
neighbour in D . The MINIMUM DOMINATING SET problem is a classic and well-studied optimisation prob-
lem due to its numerous applications in networks, graph theory [83] and with respect to Fixed Parameter
Theory it constitutes a central problem with its variants [54, 64]. DOM-ENUM consists in enumerating all
the (inclusion-wise) minimal dominating sets, and it is easy to see that it is a special case of TRANS-ENUM

since D is a minimal dominating set of a graph if and only if D is a minimal hitting set of its closed neigh-
bourhood hypergraph10. But, contrary to other well-known problems in graphs (independent sets, cliques,
bi-cliques, spanning trees, etc.) it was not known whether DOM-ENUM is in TotalP. This is rather surpris-
ing, especially since every maximal independent set is a minimal dominating set and one would expect that
the algorithm in [155] could be adapted to prove that DOM-ENUM 2 TotalP. But, surprisingly we proved in
[97] that DOM-ENUM and TRANS-ENUM are equivalent in the sense that DOM-ENUM 2 DelayP if and only
if TRANS-ENUM 2 DelayP, and proved at the same time that DOM-ENUM is equivalent to the enumeration
of several other minimal dominating like sets (total dominating sets, connected dominating sets in chordal
graphs, etc.) (reduction given in Chapter 5). We expected to benefit from the tools in structural graph the-
ory to resolve TRANS-ENUM and during the last 4 years with my co-authors we considered special cases that
I will present in the following lines. We did not consider complexity questions except which well-studied
graph classes C are tractable with respect to DOM-ENUM and we aimed to better understand the current
tools for enumeration.

An independent system is a hereditary collection of subsets of a finite set V . For instance, the inde-
pendent sets of a matroid form an independent system. If an independent system I is given by an oracle
OI , then after linearly ordering V the call EnumIndSet(V ,;,OI ) enumerates the elements of I with delay
O (n + f (n )) where n is the size of V and f is the time needed by OI to return YES or NO (EnumIndSet is
depicted in Figure 1.1). But, since independent systems are characterised by their maximal sets one would
like instead to enumerate only the maximal ones. For instance, if T is the set of transversals of a hypergraph
E ✓ 2V , then I := {V \ T | T 2 T } forms an independent system, and the question whether TRANS-ENUM

belongs to TotalP is the same as asking whether the enumeration of maximal elements in I belongs to
TotalP. The algorithm EnumIndSet cannot be adapted to list the maximal sets of I for the reason that we
could generate the same maximal independent set several times. Indeed, it is proved in [114] that, unless
P =N P , the enumeration of the maximal sets of an independent system does not belong to TotalP. On the
other hand, if we can answer the following question SUBSETIND in polynomial time, then the call Enum-
MaxIndSet(V ,;,;,Os

I ) enumerates the maximal independent sets with delay O (n + g (n )) where g (n ) is the
time needed by Os

I to answer SUBSETIND (EnumMaxIndSet is depicted in Figure 1.2).

SUBSETIND (or EXTENSION PROBLEM or FLASHLIGHT)
Input. X , Y ✓ V
Output. Does there exist a maximal independent set that contains X and does not intersect Y ?

From [114] we know that SUBSETIND is N P -complete in general, and it remains N P -complete even
when restricted to transversals in hypergraphs (see the PhD thesis [122] for a proof). As we proved in [100,
99] SUBSETIND with respect to DOM-ENUM is N P -complete even in restricted graph classes as split graphs
or line graphs. But, SUBSETIND can be solved in polynomial time if we restrict the instances to some special
cases. For instance, we proved in [97] that it can be solved in linear time in split graphs if (X , Y ) forms a
partition of the clique part and this was the key of the linear delay algorithm for DOM-ENUM in split graphs.
We pushed further this idea in chordal graphs and reduce DOM-ENUM in chordal graphs to solving special
instances of SUBSETIND. We refer to Chapter 6 for the details.

10The closed neighbourhood hypergraph of a graph G = (V , E ) is the collection {NG [x ] | x 2V }where NG [x ] is the set containing x
and all the neighbours of x .
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As recalled above in Section 1.1 dynamic programming is probably the favourite tool in solving (graph)
optimisation problems and it works usually as follows: if a graph G = f (G1, . . . ,Gp ) for some composition
function f , then solve the optimisation problem (or variants depending on f ) in the Gi ’s and then combine
them to compute an optimal solution in G . Among the decompositions, those yielding linear orderings
are the desirable ones because they allow to construct incremental algorithms and usually yield simpler
algorithms as can be attested by the number of polynomial time (or even linear time) algorithms based on
specific linear orderings in interval graphs, strongly chordal graphs, chordal graphs, distance-hereditary
graphs, etc. The dynamic programming approach naturally arises in solving enumeration problems [145]
and one can find in the literature two meta-algorithms, one based on a linear ordering of the ground set
(Lawler’s algorithm [114]), and another one for TRANS-ENUM based on a linear ordering of the sets of a
given hypergraph (Berge’s algorithm [7]).

Given a linear ordering v1, . . . , vn of the ground set of an independent system I, Lawler’s algorithm con-
sists in computing, for each j 2 [n ], the set I j of independent sets that are maximal within {v1, . . . , vj }. One
easily checks that any set in I j can be extended to an independent set in I j+1 and then any solution at step
j can be extended to a maximal independent set of I. But, the whole problem lies on how to compute in
polynomial time all the maximal independent sets of I [{vj+1}within {v1, . . . , vj+1} for each I 2 I j [114]. This
strategy has been used in [114, 56, 126] to show that several enumeration problems, e.g., maximal packings,
maximal k -partite subgraphs, facets of a convex hull, TRANS-ENUM restricted to several hypergraph classes,
etc. belongs to TotalP (even in DelayP for some of them).

Berge’s algorithm instead consists in taking a linear ordering E1, . . . , Em of a hypergraph E and for each
i 2 [m ] computes the minimal transversals of {E1, . . . , Ei }. Still one can compute in polynomial time the
minimal transversals of {E1, . . . , Ei } from the minimal transversals of {E1, . . . , Ei�1}, but it is not always the
case that any minimal transversal of {E1, . . . , Ei } can be extended into a minimal transversal of E . Indeed,
it is proved in [151] that there exist hypergraphs for which Berge’s algorithm does not provide an output-
polynomial time algorithm for any ordering. Nevertheless, Berge’s algorithm admits a depth-first search
on the solution space [107, 126] and one can try to identify the indices i1 < i1 < · · · < i` = m such that a
minimal transversal of {E1, . . . , Ei j

} can be always extended to a minimal transversal of E and skip the other
costly steps. If the computation of the minimal transversals of {E1, . . . , Ei } from the minimal transversals of
{E1, . . . , Ei�1} is easy, we have to spend much time and use much space to compute the minimal transversals
of {E1, . . . , Ei j

} from those of {E1, . . . , Ei j�1
}. In some cases this turns out to be harder than an N P -complete

problem. We used this idea in [100] to give a polynomial delay algorithm for the enumeration of minimal
edge-dominating sets in graphs and, besides the result, the most interesting part was that we faced an N P -
complete problem in constructing the solutions of {E1, . . . , Ei j

} from the ones of {E1, . . . , Ei j�1
} and we were

able to overcome this N P -completeness by proposing a new way to obtain the difficult solutions from the
easy ones. To our knowledge such a traversal of the set of solutions was not investigated in the past. The
main ideas of the paper [100] are presented in Chapter 9.

In several areas of computer science and mathematics parsimonious reduction is a nice tool to prove that
a problem is either difficult or easy. In the case of enumeration problems if one wants to enumerate a list of
objectsO, one constructs a bijection b : O! T such that there is an efficient algorithm for listing the objects
in T (see for instance [62, 145]). For instance our algorithm for DOM-ENUM in split graphs [97] is based on a
bijection between the minimal dominating sets in split graphs and the members of an independent system
which can be enumerated with linear delay. In [6] the authors introduce the notion of (linear) maximum in-
duced matching width which, when bounded, immediately implies that several domination like problems
admit polynomial time algorithms and thus extends the results in [23] on graphs of bounded rank-width
to some graph classes with unbounded rank-width. For instance, graphs of bounded linear rank-width,
interval graphs, permutation graphs, circular-arc graphs, k -trapezoid graphs, Dilworth-k graphs, comple-
ments of bounded degeneracy graphs, all of them have bounded linear maximum induced matching width
[6], and graphs of bounded rank-width, directed path graphs have bounded maximum induced matching
width [29]. In [75] we showed that if an n-vertex graph G has linear maximum induced matching width
at most a constant c then one can construct, in time O (n c ), a D AG whose maximal paths correspond to
the minimal dominating sets of G . Since such paths can be counted in linear time and listed with linear
delay we deduce that DOM-ENUM when restricted to several interesting graph classes belongs to DelayP.
We derived also a polynomial delay and polynomial space algorithm for listing the minimal transversals of
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Algorithm EnumIndSet(V , I ,OI )
V :ground set linearly ordered, OI :oracle for I

1. for each x 2V greater than max(I ) do
2. if OI (I [ {x }) is YES, then
3. output I [ {x } and call EnumIndSet(V , I [ {x },OI )
4. end for

Figure 1.1: Algorithm for enumerating the elements of an independent system I.

Algorithm EnumMaxIndSet(V , X , Y ,Os
I )

V :ground set linearly ordered, OI :oracle for SUBSETIND, X \ Y = ;
1. if X [ Y = V , then output X and stop
2. Let x be the smallest element in V \ (X [ Y )
3. if OI (X [ {x }, Y ) is YES, then call EnumMaxIndSet(V , X [ {x }, Y ,Os

I )
4. if OI (X , Y [ {x }) is YES, then call EnumMaxIndSet(V , X , Y [ {x },Os

I )

Figure 1.2: Algorithm for enumerating the maximal elements of an independent system I.

interval and circular-arc hypergraphs improving the only known incremental polynomial time algorithms
[139]. This paper generalises a former one [98]where we proved a similar result for interval and permutation
graphs. A generalisation of this result to more general graph classes is presented in Chapter 7.

The reverse search technique popularised since the paper [5] by Avis and Fukuda is one of the most
powerful techniques in proving that an enumeration problem is in TotalP and indeed several output-
polynomial time algorithms are special cases or adaptations of the reverse search technique [7, 74, 89, 114,
126, 145]. The idea consists in constructing a transition graph the vertices of which corresponds to the
solutions and there is an arc from S to S 0 if S 0 = f (S ) for some defined function f . If the function f can
be computed in polynomial time, the algorithm typically traverses the transition graph in a depth-first or
breadth-first search manner. In [78] the authors introduced a function f based on a flipping method and
proposed an enumeration algorithm for DOM-ENUM which under some hypothesis gives an incremental
polynomial time algorithm. We adapted this flipping method in [77, 75] to show that DOM-ENUM restricted
to chordal bipartite graphs and to unit-square graphs belongs to IncP (see Chapter 8).

Nota Bene

This manuscript should be seen as a summary of my principal research activities. The proofs are omitted,
and can be found in the cited papers (see Chapter 11 for links), but I will sometimes recall the intermediate
lemmas to give the flavour/tools of the proofs.

During the last four years I co-advised with C. Laforest the PhD thesis of B. Momège on connectivity
problems in graphs with conflicts which are graphs with a set of pairs of edges called conflicts. The goal
is to find subgraphs without conflicts, e.g., induced paths, trees, etc. Several polynomial time problems on
graphs become N P -complete in graphs with conflicts. In the papers [94, 95, 101]we considered algorithmic
issues, but I preferred not to include them because I am now less interested in the subject and the questions
are not totally related to the other parts of this manuscript.



Chapter 2

Preliminaries

We compile in this chapter the common notations and definitions. The power set of a set V is denoted by
2V and the set {x } is often written x for convenience. The size of a subset C of 2V , denoted by kCk, is defined
as
P

C 2C |C |. For C ✓ 2V we denote by min(C) the set of (inclusion-wise) minimal sets in C. We denote by
N the set of positive integers, including 0, and for an integer n we let [n ] denote the set {1, 2, . . . , n}. We
denote by + and · respectively the addition and multiplication operations of any field, and by 0 and 1 the
identity elements of + and · respectively. For a prime number p and a positive integer k we denote by Fp k

the finite field of characteristic p and order p k . For a field F, we let F⇤ be F \ {0}. We recall that finite fields
are commutative and we refer to [115] for our field terminology.

If f : A ! B is a function, we let f X , the restriction of f to X ✓ A, be the function f X : X ! B where
for every a 2 X , f X (a ) := f (a ). A function f : 2V !N is symmetric if f (X ) = f (V \X ) for every X ✓ V ; it is
submodular if f (X ) + f (Y )� f (X [ Y ) + f (X \ Y ) for any X , Y ✓ V .

If R is an equivalence relation on V , we write [x ]R for the equivalence class of x , and V /R denotes the
set of equivalence classes of R .

2.1 Graphs and Matrices

(Hyper)Graphs. We refer to [53] for our graph terminology. The vertex set of a graph G is denoted by
VG and its edge/arc set by EG . Arcs in directed graphs are denoted as pairs of vertices, and we write x y
(equivalently y x ) to denote an edge between the vertices x and y in an undirected graph. The subgraph of
G induced by X ✓ VG is denoted by G [X ] and G \X denotes the induced subgraph G [VG \X ]. For F ✓ EG ,
we let G -F be the subgraph (VG , EG \ F ).

For a vertex x of an undirected graph G , we denote by NG (x ) the set of neighbours of x , let NG [x ] :=
NG (x )[ {x } (the closed neighbourhood of x ), and denote by N r

G [x ] be the set of vertices at distance r from
x . For X ✓ VG , we let NG [X ] :=

S
x2X NG [x ] and NG (X ) := NG [X ] \ X . As usual in all our notations we will

omit the sub or sup-scripts G whenever it is clear from the context.
Let C be a (possibly infinite) set that we call the colours. A C -edge-coloured graph G is a tuple (VG , EG ,`G )

where (VG , EG ) is a directed graph and `G : EG ! 2C \ {;} is a mapping. Its associated underlying graph
u(G ) is the directed graph (VG , EG ). Two C -edge-coloured graphs G and H are isomorphic if there is an
isomorphism h between u(G ) and u(H ) such that for every (x , y ) 2 EG , `G ((x , y )) = `H ((h (x ), h (y )). We call
h an isomorphism between G and H . We letG (C ) be the class of C -edge-coloured graphs for a fixed colour
set C (and we write G for the class of undirected graphs). Even though we authorise infinite colour sets
in the definition, most of the results are valid only when the colour set is finite. It is worth noticing that
an edge-uncoloured graph is an edge-coloured graph with all edges of the same colour. Notice also that
C -edge-coloured graphs are equivalent to the notion of 2-structures studied in the works of Ehrenfeucht,
Harju and Rozenberg (see the book [55] for more information).

Because we deal at the same time with graphs and trees associated with them the vertices of trees are
called nodes, and we denote by LT the set of leaves of a tree T . A cubic tree is a tree where each node has
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degree 1 or 3. A rooted tree is a tree with a distinguished node called the root. In a rooted tree T , we denote
by �T the ascendant-descendant relation, i.e., u �T v if v is on the unique path from the root to u . Two
nodes u and v of a rooted tree T are comparable if u �T v or v �T u , and incomparable otherwise. The
subtree of a rooted tree T rooted at u is the tree T [{v 2VT | v �T u}] rooted at u .

A hypergraph H is a pair (VH,EH) with EH ✓ 2V \ {;}1. The members of VH are called vertices and those
of EH hyperedges. It is worth noticing that a graph is a hypergraph with all hyperedges of size 2. The size of
a hypergraph H, denoted by kHk, is defined as |VH|+kEHk. It is convenient sometimes to consider a subset
E of 2V as a hypergraph, and the reader should keep in mind, in that case, that we refer to the hypergraph
(
S

E 2E E ,E ). A hypergraph H is said simple if EH =min(EH) and VH =
S

E 2EH
E . For a hypergraph H we let

min(H) be the simple hypergraph min(EH). The set of hypergraphs is denoted byH .

Graph Parameters. A parameter on G (C ) is a function w d : G (C ) ! N that is invariant under isomor-
phism. Two parameters onG (C ), say w d and w d 0, are equivalent if there exist two mutually increasing inte-
ger functions f and g such that for every edge-coloured graph G 2G (C ), f (w d 0(G ))w d (G ) g (w d 0(G )).

A layout of a finite set V is a pair (T ,L) of a tree T and a bijective function L : V ! LT . For each edge
e of T , the connected components of T -e induce a bipartition (Xe , V \ Xe ) of LT , and thus a bipartition
(X e , V \X e ) = (L�1(Xe ),L�1(V \ Xe )) of V (we will omit the subscript or superscript e when it is clear from
the context). A linear layout of a finite set V is a layout (T ,L) of V such that T is a caterpillar.

Let f : 2V ! N be a symmetric function and (T ,L) a (linear) layout of V . The (linear) f –width of each
edge e of T is defined as f (X e ) and the (linear) f –width of (T ,L) is the maximum f –width over all edges of
T . The (linear) f –width of V is the minimum (linear) f –width over all (linear) cubic layouts of V .

Matrices. For sets R and C , an (R , C )-matrix is a matrix where the rows are indexed by elements in R and
columns indexed by elements in C . If the entries are over a field F, we call it an (R , C )-matrix over F. For an
(R , C )-matrix M , if X ✓R and Y ✓C , we let M [X , Y ]be the submatrix of M where the rows and the columns
are indexed by X and Y respectively. Along this manuscript matrices are denoted by capital letters, which
will allow us to write mx y for M [x , y ] when it is possible. The matrix rank-function is denoted by rk. We
will write M [X ] instead of M [X , X ] and such submatrices are called principal submatrices. The transpose
of a matrix M is denoted by M t , and the inverse of M , if it exists, i.e., if M is non-singular, is denoted by
M �1. A (V1, V1)-matrix M is said isomorphic to a (V2, V2)-matrix N if there exists a bijection h : V1! V2 such
that mx y = nh (x )h (y ). We refer to [116] for our linear algebra terminology.

2.2 Enumeration

Let D be a family of subsets of the vertex set of a given hypergraph H on n vertices and m hyperedges. An
enumeration algorithm for D lists the elements of D without repetitions. An enumeration problem for D
asks for an enumeration algorithm for D. The running time of an enumeration algorithm A is said to be
output polynomial if there is a polynomial p (x , y ) such that all the elements of D are listed in time bounded
by p ((n +m ), |D|). Assume now that D1, . . . , D` are the elements of D enumerated in the order in which they
are generated by A. Let us denote by T (A, i ) the time A requires until it outputs Di , also T (A,`+ 1) is the
time required byAuntil it stops. Let d e l a y (A, 1) = T (A, 1) and d e l a y (A, i ) = T (A, i )�T (A, i�1). The delay
of A is max{d e l a y (A, i )}. Algorithm A runs in incremental polynomial time if there is a polynomial p (x , i )
such that d e l a y (A, i ) p (n+m , i ). Furthermore A is a polynomial delay algorithm if there is a polynomial
p (x ) such that the delay of A is at most p (n +m ). Finally A is a linear delay algorithm if d e l a y (A, 1) is
bounded by a polynomial in n +m and d e l a y (A, i ) is bounded by a linear function in n +m .

We denote by TotalP, IncP, DelayP and DelayL respectively the set of enumeration problems which
admit an output polynomial enumeration algorithm, an incremental polynomial time enumeration algo-
rithm, an enumeration algorithm with a polynomial delay and an enumeration algorithm with linear delay.
Let ep 2 {TotalP, IncP, DelayP, DelayL}. For two enumeration problems P and P 0 we write P ep P 0 if an
enumeration algorithm A0 2 ep for P 0 implies an enumeration algorithm A 2 ep for P ; and we will say that

1We remove the ; as a member of EH because of technical reasons that will appear in the enumeration part.
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P and P 0 are ep-equivalent if P ep P 0 and P 0 ep P . See for instance [122] for some robust notions of
reductions fep between enumeration problems such that whenever P 0 = fep(P ), then P ep P 0.

Let us now define the two main enumeration problems we dealt with. Given a hypergraphH, a transver-
sal of H is a subset T of VH such that T \E 6= ; for all E 2 EH. The set of (inclusion-wise) minimal transver-
sals H is denoted by t r (H). It is folklore to check that t r (H) = t r (min(H)). The enumeration problem
TRANS-ENUM is the following.

TRANS-ENUM

Input. A simple hypergraph H
Output. t r (H)

Given an undirected graph G , a dominating set of G is a subset D of VG such that every vertex is either
in D or has a neighbour in D . The set of (inclusion-wise) minimal dominating sets in a graph G is denoted
by D(G ). The enumeration problem DOM-ENUM is the following.

DOM-ENUM

Input. An undirected graph G
Output. D(G )

Given an undirected graph G , the closed neighbourhood hypergraph of G , denoted by N (G ), is the hy-
pergraph with vertex set VG and with hyperedges the collection {NG [x ] | x 2VG }. The following is folklore.

Lemma 2.1 (Folklore [22]). For every undirected graph G , D ✓ VG is a dominating set of G if and only if D is
a transversal of N (G ). Hence, D(G ) = t r (N (G )).

From Lemma 2.1 we can deduce that DOM-ENUM DelayP TRANS-ENUM. We know from [12] that there ex-
ist hypergraphs which are not closed neighbourhood hypergraphs of any graph. One can however wonder
whether with every hypergraphH one can associate a graph G (H) such that t r (H) =D(G (H)). The following
answers in the negative, but we will see in Chapter 5 that TRANS-ENUM DelayP DOM-ENUM indeed.

Proposition 2.2 ([97]). For every function f :H !G , there exists H 2H such that t r (H) 6=D( f (H)).

Given a subset T of the vertex set of a hypergraph H and a vertex x 2 T , we denote by PH(T , x ) the set
{E 2 EH | E \T = {x }}, called the set of private neighbours of x . When H =N (G ) for some graph G , then
PH(T , x ) is in one-to-one correspondence with {y 2 VG | NG [y ] \ T = {x }}, and we will prefer this latter
whenever we deal with graphs. T ✓ VH is an irredundant set if PH(T , x ) 6= ; for all x 2 T [22]. The following
is easy to check.

Lemma 2.3 (folklore). T ✓ VH is a minimal transversal of H if and only if T is a transversal and is irredun-
dant.

Given an undirected graph G , D ✓ VG is a total dominating set of G if each vertex in G has a neighbour in
D . The set of (inclusion-wise) minimal total dominating sets of G is denoted by T D(G ), and the associated
enumeration problem TDOM-ENUM is the following.

TDOM-ENUM

Input. An undirected graph G
Output. T D(G )

Given an undirected graph G , the open neighbourhood hypergraph of G , denoted by N o (G ), is the hy-
pergraph with vertex set VG and with hyperedges the collection {NG (x ) | x 2VG }.
Lemma 2.4 ([154]). For every undirected graph G , D ✓ VG is a total dominating set of G if and only if D is a
transversal of N o (G ). Hence, T D(G ) = t r (N o (G )).

From Lemma 2.4 we can deduce that TDOM-ENUM DelayP TRANS-ENUM. We will prove in Chapter 5
that TRANS-ENUM DelayP TDOM-ENUM.

For an enumeration problem ENUM' in the set of all (hyper)graphs, we write ENUM'(C ) for ENUM'
restricted to (hyper)graphs inC .
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Chapter 3

Rank-Width of Edge-Coloured Graphs

We recall in this section the results concerning the rank-width of edge-coloured graphs and that is a com-
pilation of results published in [91, 103, 104] and mostly in collaboration with M. Rao.

3.1 Rank-Width of Edge-Coloured Graphs

LetF be a field and� :F! F a bijection. We call� a sesqui-morphism if� is an involution and the mapping
�̃ := [x 7! �(x )

�(1) ] is an automorphism. Notice that if� is a sesqui-morphism, then �̃ is an involution,�(0) = 0
and�(a + b ) =�(a ) +�(b ).

Property 3.1 ([91, 104]). Let� :F! F be a sesqui-morphism. Then, for all a , b , ai 2 F, c 2 F⇤ and all n 2N,

�(�a ) =��(a ), (3.1)

�(a1 ·a2 · · ·an ) =
�(a1) ·�(a2) · · ·�(an )

�(1)n�1
, (3.2)

�(a n ) =
�(a )n

�(1)n�1
, (3.3)

�(a�n ) =
�(1)n+1

�(a )n
, (3.4)

�
⇣a

c

⌘
=
�(1) ·�(a )
�(c )

, (3.5)

�
Å

a · b
c

ã
=
�(a ) ·�(b )
�(c )

. (3.6)

The identity automorphism and the mapping [x 7! �x ] are examples of sesqui-morphisms known re-
spectively as symmetric and skew-symmetric sesqui-morphisms. One can without difficulties prove that
they are the only sesqui-morphisms in prime fields [91].

Let� : F! F be a sesqui-morphism. A (V , V )-matrix M over F is said�-symmetric if mx y =�(my x ) for
all x , y 2V . Let us now explain how to encode edge-coloured graphs as�-symmetric matrices.

An F⇤-graph G is an F⇤-edge-coloured graph such that `G (x , y ) 2 F⇤ for every arc (x , y ) 2 EG . Every
F⇤-graph can be trivially represented by a (VG , VG )-matrix MG over F such that

MG [x , y ] :=

®
`G (x , y ) if (x , y ) 2 EG ,

0 otherwise.

Let C be a fixed finite colour set and let us take an injection from 2C \ {;} to F⇤ for some large enough
field which is not algebraically closed, enabling the representation of any C -edge-coloured graph as an F⇤-
graph. We proved in [104] that we can always turn the injection, in a canonical way, into a sesqui-morphism

13
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� :F2! F2, i.e., every C -edge-coloured graph can be represented by a�-symmetric matrix over some field
G. Even though this representation is not unique because it not only depends on the injection but also on
the chosen field, as we will see the different rank-width parameters are equivalent.

From now on we can fix a finite field F and a sesqui-morphism � : F! F to avoid to overload the text.
Notice that even if the results are stated with respect to finite fields many are still valid on infinite fields. A
�-symmetric graph is an F⇤-graph G such that MG is�-symmetric.

Definition 3.2 (F-rank-width). The F-cut-rank function of a�-symmetric graph G is the function cutrkFG :
2VG !N where cutrkFG (X ) = rk(MG [X , VG \X ]) for all X ✓ VG . It is not hard to check that cutrkFG is symmetric
and submodular.

The F-rank-width of G , denoted by rwdF(G ), is the cutrkFG -width of VG .

Since any undirected graph is a�1-symmetric graph with�1 the symmetric function over F2, this defi-
nition generalises the notion of rank-width introduced and studied by Oum [130, 131, 135] and the objective
was to extend results concerning the rank-width of undirected graphs to the F-rank-width of�-symmetric
graphs. We first proved in [104] that clique-width and F-rank-width are two equivalent measures. Since
computing the rank-width of undirected graphs is N P -complete [87], the computation of theF-rank-width
is also N P -complete for all extensions F of F2. Observe however that the computation of the F-rank-width
is N P -complete, for any fixed field F, by reducing the computation of the branch-width of graphs to it as
follows.

1. Since tree-width cannot be approximated within a constant factor and branch-width and tree-width
are linearly related [143], one can deduce that the computation of the branch-width of a graph cannot
be approximated within a constant factor.

2. The branch-width of a graph and the branch-width of its cycle matroid are linearly related [123].

3. Since a cycle matroid is representable over any field and such a representation can be found in poly-
nomial time, one can deduce then that the branch-width of representable matroids given with their
representations, over any fixed field, cannot be also approximated within a constant factor.

4. As we can associate (in polynomial time) with every representable matroid M over a fixed field F,
given with its representation, a �-symmetric bipartite graph such that its F-rank-width is linearly
related to the branch-width of M , we can deduce that F-rank-width cannot be approximated within
a constant factor.

But, the computation of the F-rank-width is FPT with parameter the F-rank-width (the proof is based
on a coding of theF-cut-rank function with the connectivity function of a partitioned matroid and then use
the FPT algorithm in [86] for partitioned matroids).

Theorem 3.3 ([104]). Let k be a fixed integer. There is an algorithm that takes as input a�-symmetric graph
G and in time O (|VG |3) either outputs a layout of cutrkFG -width at most k or confirms that the F-rank-width
of G is at least k +1.

The main advantage of rank-width over clique-width is that rank-width is preserved with respect to
vertex-minor or pivot-minor relations. One would like to know whether such operations exist for �-
symmetric graphs. In [104]we proved that there are some fields, e.g., F3, where a vertex-minor notion does
not exist (at least as we defined it in [104]). The notion of principal pivot transform was introduced by Tucker
[156] and generalises the notion of pivot-minor of graphs. We now explain how we adapted it to define a
pivot-minor operation for�-symmetric graphs.

Let M be a matrix of the form
�

A B
C D

�
where A :=M [X ] is non-singular. The Schur complement of A in M ,

denoted by M /A, is D �C · A�1 · B , and the principal pivot transform of M at X , denoted by M ⇤ X , is the
matrix

✓
A�1 A�1 ·B
�C ·A�1 M /A

◆
.
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It was proved in [134, 156] that if an undirected graph H is a pivot-minor of an undirected graph G , then
there exists X ✓ VG such that MH is a sub-matrix of MG ⇤X .

For a finite set V and for X ✓ V , PX and IX are non-singular diagonal (V , V )-matrices where

PX [x , x ] :=

®
�(�1) if x 2 X ,

1 otherwise,
and IX [x , x ] :=

®�1 if x 2 X ,

1 otherwise.

A pair (p , q ) of non-zero scalars in F is said�-compatible if p�1 =�(q ) ·�(1)�1 (equivalently q�1 =�(p ) ·
�(1)�1). That means that (q , p ) is also�-compatible. It is worth noticing that if (p , q ) is�-compatible, then
(p�1, q�1) is also�-compatible. A pair (P,Q ) of non-singular diagonal (V , V )-matrices is said�-compatible
if (px x , qx x ) is�-compatible for all x 2V . For instance the pair (PX , P �1

X ) is�-compatible.

Definition 3.4 (Pivot-Minor). A �-symmetric graph H is pivot-equivalent to a �-symmetric graph G if
H is equal IZ · P · PX · (M ⇤ X ) ·Q�1 · IZ 0 for some X , Z , Z 0 ✓ VG and (P,Q ) a pair of �-compatible diagonal
(VG , VG )-matrices, after possibly turning some diagonal entries into 0. And H is a pivot-minor of G if H is
isomorphic to an induced subgraph of G 0 pivot-equivalent to G .

Proposition 3.5 ([91, 104]). If H is a pivot-minor of G , then rwdF(H ) rwdF(G ).

Since the class of �-symmetric graphs of F-rank-width at most k is closed under pivot-minor one can
wonder whether this set is characterised by a finite list of �-symmetric graphs to exclude as pivot-minors.
We answered positively in [104], which generalises the main results in [71, 130]. The proof techniques are
the same in all three papers, and are based on the notion of titanic sets (particularly [86, Lemma 3.3]), how
the connectivity function behaves after taking an elementary pivot-minor and the nice notion of (m , g )-
connectedness introduced in [71]which says roughly that if cutrkFG (X ) = `<m , then the size of X or VG \X
should be bounded by g (`)with g : N!N and m 2N.

Theorem 3.6 ([104]). For each positive integer k � 1, there is a setC (F,�)
k of�-symmetric graphs, each having

at most (6k+1 � 1)/5 vertices, such that a �-symmetric graph G has F-rank-width at most k if and only if no
�-symmetric graph inC (F,�)

k is isomorphic to a pivot-minor of G .

With B. Courcelle we characterised algebraically in [39] the rank-width of undirected graphs which can
be used to bypass the translation into a clique-width expression for solving M SO L1-definable properties
on graphs of bounded rank-width. We did similarly for �-symmetric graphs in [104]. An Fk -coloured �-
symmetric graph is a�-symmetric graph G equipped with a colouring function �G : VG ! Fk .

Definition 3.7 (Bilinear Products). Let k ,` and m be positive integers and let M , N and P be k ⇥ `, k ⇥m
and `⇥m matrices, respectively, over F. For an Fk -coloured �-symmetric graph G and an F`-coloured �-
symmetric graph H , we let G ⌦M ,N ,P H be the Fm -coloured �-symmetric graph K := (VG [ VH , EG [ EH [
E 0,`K ,�K )where:

E 0 := {x y | x 2VG , y 2VH and �G (x ) ·M ·�(�H (y ))T 6= 0},
�K (x ) :=

®
�G (x ) ·N if x 2VG ,

�H (x ) ·P if x 2VH ,

and for every (x , y ) 2 EK

`K ((x , y )) :=

8
>>><
>>>:

`G ((x , y )) if (x , y ) 2 EG ,

`H ((x , y )) if (x , y ) 2 EH ,

�G (x ) ·M ·�(�H (y ))T if x 2VG , y 2VH ,

�
�
�G (y ) ·M ·�(�H (x ))T

�
if y 2VG , x 2VH .

Definition 3.8 (Constants). For each u 2 Fk , we let u be a constant denoting an Fk -coloured�-symmetric
graph with exactly one vertex and no edge; this unique vertex is coloured by u.
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We denote by CFn the set {u | u 2 F1 [ · · ·[Fn}. We let R(F,�)
n be the set of bilinear products ⌦M ,N ,P where

M , N and P are respectively k⇥`, k⇥m and `⇥m matrices for k ,`, m  n . T (R(F,�)
n ,CFn ) is the set of finite well-

formed terms built with symbols in R(F,�)
n [CFn and each term t in T (R(F,�)

n ,CFn ) defines, up to isomorphism,
a�-symmetric graph v a l (t ).

Theorem 3.9 ([104]). A �-symmetric graph G has F-rank-width at most k if and only if it is isomorphic to
v a l (t ) for some term t in T (R(F,�)

k ,CFk ).

3.2 Well-Quasi-Ordering under Pivot-Minor

It was proved in [131] that undirected graphs of bounded rank-width are well-quasi-ordered by the pivot-
minor relation and this result was extended later to (skew) symmetric matrices of bounded F-rank-width
[134]. We proved similarly (and in the same way as in [134]) that �-symmetric graphs of bounded F-rank-
width are well-quasi-ordered by the pivot-minor relation. For that purposes we adapted the notion of la-
grangian chain groups introduced in [134] that generalises the notion of Tutte chain groups [157] which
are equivalent to representable matroids and studied for instance in [15, 16, 13]. The idea consists in em-
bedding n-vertex�-symmetric graphs into isotropic subspaces of dimension n of a vector space equipped
with a kind of bilinear form, and then show that these isotropic subspaces can be well-quasi-ordered by an
appropriate minor relation. Let us be more precise now.

We letK� be the 2-dimensional vector space F2 over F equipped with the application b� :K�⇥K�! F
where b�(
�

a
b

�
,
�

c
d

�
) =�(1)·a ·�(d )�b ·�(c ). The application b� is not bilinear, however it is linear with respect

to its left operand, which is enough for our purposes. Notice that if � is skew-symmetric (or symmetric),
then b� is what is called b + (or b �) in [134]. The following properties are easy to obtain from the definition
of b�.

Property 3.10. Let u , v, w 2K� and k 2 F. Then,

b�(u + v, w ) = b�(u , w ) +b�(v, w ),
b�(u , v +w ) = b�(u , v ) +b�(u , w ),

b�(k ·u , v ) = k ·b�(u , v ),
b�(u , k · v ) = �̃(k ) ·b�(u , v ).

�(b�(u , v )) =
�1
�(1)2

·b�(v, u ).

Property 3.11. Let u 2K�.
(i) If b�(u , v ) = 0 for all v 2K�, then u = 0.

(ii) If b�(v, u ) = 0 for all v 2K�, then u = 0.

Let V be a finite set. AK�-chain on V is a function f : V !K�. We letKV
� be the set ofK�-chains on V .

It is well-known thatKV
� is a vector space over F by letting ( f + g )(x ) := f (x ) + g (x ) and (k · f )(x ) := k · f (x )

for all x 2 V and k 2 F, and by setting the K�-chain [x 7! 0] as the zero vector. It is worth noticing that
dim(KV

� ) = 2 · |V |. We let h, i :KV
� ⇥KV

� ! F be such that for all f , g 2KV
� ,

h f , g i :=X
x2V

b�( f (x ), g (x )).

A vector u ofKV
� is said isotropic if b�(u , u ) = 0. A subspace L ofKV

� is called totally isotropic if b�(u , v ) =
0 for all u , v 2 L . For a subspace L ofKV

� , we let L? := {v 2KV
� | b�(u , v ) = 0 for all u 2 L}. It is worth noticing

that if L is totally isotropic, then L ✓ L?. The following theorem is a well-known theorem in the case where
b� is a non-degenerate bilinear form.

Theorem 3.12 ([91]). dim(L ) +dim(L?) = dim(K�) for any subspace L of KV
� .
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It is straightforward to verify that h, i satisfies Properties 3.10 and 3.11. Subspaces of KV
� are called K�-

chain groups on V . AK�-chain group L on V is said lagrangian if it is totally isotropic and dim(L ) = |V |.
A simple isomorphism from a K�-chain group L on V to a K�-chain group L 0 on V 0 is a bijection µ :

V ! V 0 such that L = { f �µ | f 2 L 0} where ( f �µ)(x ) = f (µ(x )) for all x 2 V . In this case we say that L and
L 0 are simply isomorphic.

Let us introduce minors forK�-chain groups on V . For L ✓KV
� , ↵ 2K⇤� and X ✓ V , we let L k↵ X be the

K�-chain group

L k↵ X := { f (V \X ) | f 2 L and b�( f (x ),↵) = 0 for all x 2 X }
on V \X . A pair {↵,�}✓K⇤� is said minor-compatible if b�(↵,↵) = b�(� ,� ) = 0 and {↵,�} forms a basis for
K�. For a minor-compatible pair {↵,�}, a K�-chain group on V \ (X [ Y ) of the form L k↵ X k� Y is called
an ↵� -minor of L .

One easily verifies that L k↵ X k↵ Y = L k↵(X [ Y ), and L k↵ X k� Y = L k� Y k↵ X . As a consequence an
↵� -minor of an ↵� -minor of a lagrangianK�-chain group L is an ↵� -minor of L [91].

We now define the connectivity function for lagrangian K�-chain groups. Let L be a lagrangian K�-
chain group on V . For every X ✓ V , we let

�L (X ) := |X |�dim(L |X )

where Sp ( f ) := {x 2 V | f (x ) 6= 0} and L |X := { f X | f 2 L and Sp ( f ) ✓ X }. Since L |X is totally isotropic,
dim(L |X ) |X |, and hence �L (X )� 0. It is not hard to prove that �L is symmetric and submodular [91, 134].
The branch-width of L is defined as the �L -width of V .

By adapting the proof ideas in [134] we were able to prove the following which extends a similar one in
[134].

Theorem 3.13 ([91]). Let k a positive integer, and let {↵,�} be minor-compatible. Let L1, L2, . . . be an infinite
sequence of lagrangian K�i

-chain groups having branch-width at most k . Then, there exist i < j such that
Li is simply isomorphic to an ↵� -minor of L j .

It remains now to explain how to embed �-symmetric graphs into lagrangian K�-chain groups. Two
K�-chains f and g on V are supplementary if, for all x 2V ,

(i) b�( f (x ), f (x )) = b�(g (x ), g (x )) = 0,

(ii) b�( f (x ), g (x )) =�(1) and

(iii) b�(g (x ), f (x )) =��(1)2.
SupplementaryK�-chains on V do exist.

Property 3.14 ([91]). For any c 2 F⇤, we have

®
b�
�
( c0 ) ,
� 0
�(c �1)

��
=�(1)

b�
�� 0
�(c �1)

�
, ( c0 )
�
=��(1)2 and

®
b�
��

0
c

�
,
���(1)·�(c )�1

0

��
=�(1)

b�
����(1)·�(c )�1

0

�
,
�

0
c

��
=��(1)2

We associated with every�-symmetric graph a lagrangianK�-chain group.

Proposition 3.15 ([91]). Let G be a�-symmetric graph, and let f and g be supplementaryK�-chains on VG .
For every x 2VG , we let fx be theK�-chain on VG such that, for all y 2VG ,

fx (y ) :=

®
mx x · f (x ) + g (x ) if y = x ,

mx y · f (y ) otherwise.

Then, the span of { fx | x 2VG } is a lagrangianK�-chain group on VG . (We will denote it by (MG , f , g ).)

We call (MG , f , g ) a matrix representation of any lagrangian K�-chain group L simply isomorphic to
(MG , f , g ). AK�-chain f on V is called an eulerian chain of a lagrangianK�-chain group L on V if:
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(i) for all x 2V , f (x ) 6= 0 and b�( f (x ), f (x )) = 0, and

(ii) there is no non-zeroK�-chain h in L such that b�(h (x ), f (x )) = 0 for all x 2V .

Proposition 3.16 ([91, 134]). Every lagrangianK�-chain group on V has an eulerian chain.

Every lagrangianK�-chain group admits a matrix representation.

Proposition 3.17 ([91]). Let L be a lagrangianK�-chain group on V . Let f and g be supplementary with f
being an eulerian chain of L. For every x 2V , there exists a uniqueK�-chain fx 2 L such that

(i) b�( f (y ), fx (y )) = 0 for all y 2V \ x ,

(ii) b�( f (x ), fx (x )) =�(1).
Moreover, { fx | x 2V } is a basis for L. If we let M be the (V , V )-matrix such that mx y := b�( fx (y ), g (y ))·�(1)�1,
then M is�-symmetric and (M , f , g ) is a matrix representation of L.

We finally related the branch-width of lagrangianK�-chain groups with theF-rank-width of their matrix
representations, and also pivot-minors of�-symmetric graphs with the↵� -minors of associated lagrangian
K�-chain groups.

Proposition 3.18 ([91, 134]). Let (MG , f , g ) be a matrix representation of a lagrangianK�-chain group L on
VG . Then the branch-width of L is equal to the F-rank-width of G .

Proposition 3.19 ([91]). Let {↵,�} be minor-compatible. Let L and L 0 be lagrangianK�-chain groups on V
and V 0 respectively. Let (M , f , g ) and (M 0, f 0, g 0) be special matrix representations of L and L 0 respectively
with f (x ) := ±↵, g (x ) := � for all x 2 V , and f 0(x ) := ±↵, g 0(x ) := � for all x 2 V 0. If L 0 = L k� X k↵ Y , then
M 0 =
�
(M /M [A])[V 0]
� · IZ with A ✓ X and Z := {x 2V 0 | f 0(x ) =� f (x )}.

By combining all the previous propositions, we were able to prove the following.

Theorem 3.20 ([91]). Let k be a positive integer. For every infinite sequence G1,G2, . . . of�i -symmetric graphs
of F-rank-width at most k , there exist i < j such that Gi is isomorphic to a pivot-minor of G j .

3.3 F-split Decompositions

It was proved in [129] that the rank-width of a graph is equal to the maximum rank-width over all its prime
induced subgraphs with respect to split decomposition [45, 46]. It is also known that distance-hereditary
graphs are exactly graphs of rank-width at most 1 [130]. We defined in [103] the analogous of split decom-
position for �-symmetric graphs and characterised also �-symmetric graphs of F-rank-width 1 [103]. For
better readability, the results were presented in [103] only for directed graphs, but we will give them here in
terms of�-symmetric graphs.

Two bipartitions {X1, X2} and {Y1, Y2} of a set V overlap if Xi \ Yj 6= ; for every i , j 2 {1, 2}.
Definition 3.21 (Bi-Partitive Family). Let V be a finite set and let F be a family of bipartitions of V . Then
F is bi-partitive if:

• {;, V } 62F ,

• for all v 2V , {{v }, V \ {v }} 2F and

• for all {X1, X2} 2F and {Y1, Y2} 2F such that {X1, X2} and {Y1, Y2} overlap, then {Xi \Yj , V \ (Xi \Yj )} 2
F , for every i , j 2 {1, 2}.

A member {X1, X2} of a bi-partitive familyF is trivial if |X1| 1 or |X2| 1, and is strong if there is no {Y1, Y2} 2
F such that {X1, X2} and {Y1, Y2} overlap.

Bi-partitive families were studied in [46] and are similar to partitive families [24, 124]. It was for instance
proved in [46] that splits in strongly connected graphs form a bi-partitive family. Examples of partitive
families are modules in graphs [24].
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Proposition 3.22 (Folklore [103]). Let f : 2V ! N be a symmetric and sub-modular function and let m =
min;(X(V f (X ). Then the family of minimums F := {{X , V \X } | f (X ) =m} is bi-partitive.

It is proved in [46] that for every bi-partitive family F on V there is, up to isomorphism, a unique layout
(T ,L) of V such that for every edge e of T , the bipartitition {X e , V \X e } is a strong bipartititon in F . We call
this layout the canonical decomposition of F .

Definition 3.23 (F-split). Let G be a �-symmetric graph. A bipartition {X , Y } of VG is an F-split if X 6= ;,
Y 6= ; and cutrkFG (X ) 1.

A �-symmetric graph G is said prime if every F-split in G is trivial. A �-symmetric graph is de-
generate if every bipartititon is an F-split, and it is linear if it admits an ordering x1, . . . , xn such that
{{xi , . . . , x j }, VG \ {xi , . . . , x j }} is an F-split for all 1  i  j < n . This notion of F-split generalises the no-
tion of split in undirected graphs [46]. Moreover, every F-split {X , Y } in G is a split in u(G ). By Proposition
3.22 the set of F-splits in a�-symmetric graph G forms a bi-partitive family, and we proved in [103] that the
tree structure can be constructed in polynomial time.

Theorem 3.24 ([103]). The canonical decomposition of theF-splits of every n-vertex�-symmetric graph with
m edges, called F-split decomposition, can be constructed in time O (nm ).

Let us now relate the F-rank-width of a�-symmetric graph with the F-rank-width of its induced prime
graphs. Let (T ,L) be the F-split decomposition of a �-symmetric graph G and let u be an internal node of
T . Recall that {X u v | v 2NT (u )} is a partition of VG , and for each v 2NT (u ), the bipartition {X u v , VG \X u v }
is a strong F-split.

For every node v 2NT (u ), we choose a vertex x u
v in X u v that is adjacent to a vertex in VG \ X u v , which

always exists because u(G ) is connected. We let b(u ) be the�-symmetric graph G [{x u
v | v 2NT (u )}]. Notice

that b(u ) is not unique and depends on the choice of the representatives. We proved the following, which
is a generalisation of a similar result in [129].

Theorem 3.25 ([103]). Let G be a connected �-symmetric graph with at least 3 vertices and let (T ,L) be the
F-split decomposition of G . Then, rwdF(G ) =max{rwdF(b(u )) | u 2VT \ LT }.

We also characterised the �-symmetric graphs of F-rank-width 1 as special orientations of distance-
hereditary graphs. A vertex x is a pendant vertex of another vertex y if y is the unique neighbour of x .
Two vertices x and y are dtwins if there is some constant c 2 F⇤ such that MG \{x ,y }[y , z ] = c ·MG \{x ,y }[x , z ]
for all z 2 VG \ {x , y }. A �-symmetric graph G is completely decomposable if for every node u of its F-split
decomposition the�-symmetric graph b(u ) is either degenerate or linear.

Theorem 3.26 ([103]). Let G be a connected �-symmetric graph with at least 2 vertices. Then the following
are equivalent.

1. G is completely decomposable by the F-split decomposition.

2. G can be obtained from a single vertex by creating dtwins or adding pendant vertices.

3. G has F-rank-width 1.

4. For every W ✓ V with |W |� 4, G [W ] has a non-trivial F-split.

5. u(G ) is distance-hereditary and for every W ✓ V with |W | 5, rwdF(G [W ]) 1.

3.4 Concluding Remarks

In the series of papers [91, 103, 104] we extended the notion of rank-width of undirected graphs to the C -
edge-coloured graphs and extended all the results proved by Oum in the series of papers [86, 130, 131].
We defined the notion of F-rank-width and pivot-minor, showed that graphs of bounded F-rank-width
are characterised by a finite list of graphs to exclude as pivot-minors (with an upper bound on the sizes
of obstructions), and showed that indeed graphs of bounded F-rank-width are well-quasi-ordered by the
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pivot-minor relation. We also extended the notion of split decomposition to C -edge-coloured graphs and
defined algebraic graph operations that generalised the ones defined in [39] and that characterised exactly
F-rank-width.

In [134] links between skew-symmetric matrices and representable matroids are recalled and Oum
proved in particular that an F-representable matroid N is a minor of an F-representable matroid M when-
ever the associated skew-symmetric matrix of N is a pivot-minor of the associated skew-symmetric matrix
of M . It is announced in [73] that F-representable matroids are well-quasi-ordered by the matroid minor
relation, generalising Graph Minor Theorem. A more general theorem would be a positive answer to the
following conjecture.

Conjecture 3.27. Let F be a finite field. For every infinite sequence M1, M2, . . . of �i -symmetric matrices,
there exist i < j such that Mi is isomorphic to a pivot-minor of M j .

Because the theory of �-symmetric matrices enables to define a robust rank-width notion for directed
graphs, called in [91, 103, 104] F4-rank-width or G F (4)-rank-width, a positive answer to Conjecture 3.27
would open a strong theory for directed graphs similar to the Graph Minor theory. Notice that the an-
nounced proof in [73] already yields a positive answer to Conjecture 3.27 in the case of �-symmetric bi-
partite graphs (see [93, Section 5] for the links between skew-symmetric bipartite graphs and representable
matroids). In the case of oriented graphs, the notion of F3-rank-width is also defined in [104] and behaves
similarly as for F4-rank-width, except we always work on the field F3 which maintains the obtained graphs
oriented.

We did not discuss about the computational complexity of checking whether a�-symmetric graph H is
a pivot-minor of another �-symmetric graph G (PIVOT-MINOR TESTING). Indeed, it is N P -complete since
the GRAPH MINOR TESTING problem is already known to be N P -complete and can be reduced to the PIVOT-
MINOR TESTING problem. Notice that checking whether a fixed F-representable matroid N is a matroid
minor of an F-representable matroid M is also announced to be polynomial [73] (the case of graph minor
is already settled in the seminal Graph Minor XIII [140]). Even in the case of undirected graphs the case of
pivot-minor is open.

In his works on circle graphs Bouchet developed the notion of 4-matroids (see for instance [19, 21,
20, 14]) and proved in particular that the non-singular minors of a (skew-) symmetric matrix forms a 4-
matroid, and he called such4-matroids as representable. In [91] we observed that this is also the case for
�-symmetric matrices. This leaves open the question of finding the good notion of representability for
4-matroids. We notice that our notion of lagrangian chain groups generalise the notion of chain groups
developed in [157] for representable matroids and in [21, 134] for representable4-matroids. I am interested
in investigating more the notion of4-matroids, and in particular filling the gap with matroids: a notion of
connectivity function that would be the same, in the case of representable4-matroids, as the F-rank-width
of�-symmetric matrices.

We also point out that we also defined in [104] a second notion of rank-width for C -edge-coloured
graphs, called F-bi-rank-width, that unfortunately does not behave well on the structural point of view.
Indeed, we do not have an operation similar to the pivot-minor operation for this notion. Nonetheless, its
specialisation to directed graphs, known as bi-rank-width were popularised by the works by Ganian et al.
who showed that many problems are FPT when parametrised by bi-rank-width [70, 69]. Let us just observe
that all they did with bi-rank-width is still valid with F4-rank-width which we think has the more potential
of giving small constants, and has more desirable structural properties.

We finally observe that the proof techniques used in [91, 103, 104], the series of papers by Geelen et al.
concerning the branch-width of finitely representable matroids, and the series of papers by Oum [130, 131]
are more or less the same. This probably reveals that if we can solve the conjecture on undirected graphs
(via isotropic systems), except if it relies heavily on the field F2, one would, probably, be able with some
more technical efforts to adapt the proof in the case of �-symmetric graphs. And this postulate motivates
mostly why I studied only the linear rank-width of undirected graphs.



Chapter 4

Linear Rank-Width

In this chapter we deal only with undirected graphs and it constitutes a summary of the papers [1, 3, 4]. An
extended abstract of [3, 4] appears in the proceedings of WG’14. Failing in proving that trees are obstruc-
tions for the linear rank-width of graphs, we investigated the computation of linear rank-width in graphs of
bounded rank-width with the hope that it can help in understanding graphs of bounded linear rank-width.
We were able to give a quasi-linear time algorithm for trees and a polynomial time algorithm for distance-
hereditary graphs. A polynomial time algorithm for graphs of bounded rank-width is still open. The two
algorithms are based on a characterisation of linear rank-width on trees and distance-hereditary graphs.
Before starting, let us recall the following alternative definition of linear f -widths.

Lemma 4.1 (Folklore). Let f : 2V ! N be a symmetric function and let k � max
1in
{ f (vi )}. Then V has linear

f -width k if and only if V admits a linear ordering v1, . . . , vn such that k =max{ f ({v1, . . . , vi }) | 1 i  n�1}.
The linear rank-width of a graph G , denoted by lrwd(G ), is the linear F2-rank-width of G . We refer

to [141] for the definition of path-width and to [61] for the definition of linear clique-width. We denote
respectively by pwd(G ) and lcwd(G ) the path-width and linear clique-width of a graph G .

4.1 Computing the Linear Rank-Width of Distance-Hereditary Graphs

It is known from [132] that the rank-width of any graph is at most its tree-width plus one. One can without
difficulties prove a similar bound between path-width and linear rank-width.

Proposition 4.2 ([1]). lrwd(G ) pwd(G ) for every graph G .

Surprisingly, in collaboration with I. Adler we were able to prove that its converse is true in forests and
the proof was constructive because we showed the following using the characterisation of path-width by
the cops and invisible robber game [51, 110].

Proposition 4.3 ([1]). Any linear layout of cutrkF2 -width k of an n-vertex tree can be transformed in time
O (n 2 · log(n )2) into a path-decomposition of width at most k .

A consequence of these two propositions is that we can compute in linear time the linear rank-width
of any forest since the path-width of any forest can be computed in linear time [58] and were the first non
trivial graph class with an algorithm computing its linear rank-width.

The equality lrwd(F ) = pwd(F ) for any forest F implies the following characterisation of the linear rank-
width of trees.

Proposition 4.4 ([1, 58]). Let k � 1. A tree T has linear rank-width at most k if and only if for any node u of T ,
at most two connected components of T \u have linear rank-width k , and every other connected component
of T \u has linear rank-width at most k �1.

21
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With I. Adler and O-J. Kwon we were able to obtain a similar characterisation for distance-hereditary
graphs by using the F2-split decomposition of distance-hereditary graphs [3]. Let us give some definitions
before presenting the characterisation and its consequences. Let us first recall that a graph is distance-
hereditary if and only if for each node u of its F2-split decomposition, the graph b(u ) is either a clique or a
star [13].

Let G be a graph and let (T ,L) be the F2-split decomposition of G . We associate with it the graph DG ,
called canonical decomposition, such that

VDG
:=
[

u2VT \LT

Vb(u ),

EDG
:=
[

u2VT \LT

Eb(u ) [ {x u
v x v

u | u v 2 ET }.

One easily verifies that the set of edges of DG not in a graph b(u ) forms a matching, are exactly the edges
of T and are called marked edges. Vertices adjacent to marked edges are called marked vertices and others
unmarked vertices. For each u 2NT \LT we call b(u ) a bag. A vertex v of DG represents an unmarked vertex
x (or is a representative of x ) if either v = x or there is a path of even length from v to x in DG starting with a
marked edge such that marked edges and unmarked edges appear alternately in the path. Two unmarked
vertices x and y are linked in DG if there is a path from x to y in DG such that unmarked edges and marked
edges appear alternately in the path.

A local complementation at an unmarked vertex x in DG , denoted by DG ⇤ x , is the operation which
replaces each bag B containing a representative w of x with B ⇤w . Let x and y be linked unmarked vertices
in DG , and let P be the alternating path in DG linking x and y . The pivoting on x y of DG , denoted by DG^x y ,
is the graph obtained as follows: for each bag B containing an unmarked edge of P , if v, w 2 VB represent
respectively x and y in DG , then we replace B with B ^ v w .

Lemma 4.5 ([13, 3]). DG ⇤ x is the canonical decomposition of G ⇤ x . Similarly, DG ^ x y is the canonical
decomposition of G ^ x y .

From Lemma 4.5 G and its vertex-minors share the same F2-split decomposition (T ,L). If G 0 is locally
equivalent (or pivot equivalent) to G , we will by abuse say similarly that DG 0 is locally equivalent (or pivot
equivalent) to DG . In order to avoid confusions, for each node u of NT \ LT and each canonical decompo-
sition DG 0 locally equivalent to DG , we will write bDG 0 (u ) to denote the graph associated with the node u in
the graph G 0.

From now on let us fix a distance-hereditary graph G and let (T ,L) and D be respectively its F2-split de-
composition and its canonical decomposition. For an unmarked vertex y in D and a bag B of D containing
a marked vertex that represents y , let C be the component of D \VB containing y , and let w be the marked
vertex of B adjacent to a vertex of C , and let v be this neighbour. We define the limb L := LD [B , y ] with
respect to B and y as follows:

1. if B is a clique, then L :=C ⇤ v \ v ,

2. if B is a star and w is a leaf, then L :=C \ v ,

3. if B is a star and w is the center, then L :=C ^ v y \ v .

Since v becomes an unmarked vertex in C , the limb is well-defined. But, while C is a canonical de-
composition, L may not be a canonical decomposition at all, because deleting v may create a bag of size 2.
It is explained in [3] how to obtain a canonical decomposition from L, and let LCD [B , y ] be the canonical
decomposition obtained from LD [B , y ] and we call it the canonical limb and let LGD [B , y ] be the graph
which has LCD [B , y ] as canonical decomposition. The following tells us that the choice of the vertex y is
not important with respect to linear rank-width. And also taking D or a canonical decomposition locally
equivalent to D 0 does not matter.

Proposition 4.6 ([3]). Let u be a node of T .

1. If an unmarked vertex y of D is represented by a marked vertex of bD (u ), then LCD [bD (u ), y ] is con-
nected.
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2. If two unmarked vertices x and y are both represented by a same marked vertex in bD (u ), then
LCD [bD (u ), x ] is locally equivalent to LCD [bD (u ), y ].

3. If D 0 is locally equivalent to D , and x and y in the same connected component of D \VbD (u ) are repre-
sented in D and D 0 respectively by a same marked vertex in bD (u ), then LCD [bD (u ), x ] is locally equiv-
alent to LCD 0 [bD 0 (u ), y ].

For a bag B of D and a component C of D \VB , we define fD (B , C ) as the linear rank-width of LGD [B , y ]
for some unmarked vertex y 2VC . By Proposition 4.6, fD (B , C ) does not depend on the choice of y neither
on the choice of the canonical decomposition. We proved the following recursive characterisation which
extends Proposition 4.4.

Theorem 4.7 ([3]). Let k � 1 and let D be the canonical decomposition of a connected distance-hereditary
graph G . Then lrwd(G )  k if and only if for each bag B of D , D has at most two components C of D \VB

such that fD (B , C ) = k , and for every other component C 0 of D \VB , fD (B , C 0) k �1.

We can now explain the ideas of the algorithm which follows, in a non straightforward way, the same
lines as the one for trees given in [58]. Let us first explain the one for trees. We first root the tree F into
a node, and from bottom-up we compute for each internal node u the linear rank-width of the tree F (u )
rooted at u . Let k := max{lrwd(F (v )) | v child of u}. If there is a node v , called k -critical node, that is a
descendant of u and such that v has two children v1 and v2 such that lrwd(F (v )) = lrwd(F (v1)) = lrwd(F (v2)),
then by Proposition 4.4 in order to decide the linear rank-width of F (u ) we need to know the linear rank-
width of F (u ) \VF (v ). We can recursively call the algorithm on F (u ) \VF (v ), but this would not give a linear
time algorithm, and similar situations can happen in F (u ) \VF (v ). The idea introduced in [58] to cope with
this difficulty was to keep in u the linear rank-width of the subtrees that may cause a recursive call to the
algorithm because of the presence of `-critical nodes for `  k . For instance, in F 0 := F (u ) \VF (v ) we may
have a k 0-critical node w with k 0 := max{lrwd(F 0(v )) | v child of u in F 0}, then we may need the linear
rank-width of F 0 \VF 0(w ) to answer, and so on.

In the case of a distance-hereditary graph G , we still start by rooting the F2-split decomposition and by
Theorem 4.7 for each node u of VT \ LT with parent v , we still need to compute fD (bD (v ), C ) where C is
the component of D \bD (v ) containing bD (u ). Now, if w is a k -critical node in T (u ), as in the case of trees
we need to compute fD (bD (w ), C 0]) where C 0 is the component of D \ bD (w ) containing the bag bD (w 0)
with w 0 the parent of w . However, contrary to the case of trees, the canonical limb LCD [bD (w ), y ], for
some unmarked vertex y in C 0, is not necessarily an induced subgraph of DG . We overcame this difficulty
by showing that the order in which we can recursively compute canonical limbs is not important, which
enabled us to store information similar to the cases of trees. We needed however to compute limbs, which
explained the time complexity in the following.

Theorem 4.8 ([3]). The linear rank-width of every distance-hereditary graph with n vertices can be computed
in timeO(n 2·log(n )). Moreover, a linear layout of the graph witnessing the linear rank-width can be computed
with the same time complexity.

By using the characterisation by Dharmatilake [52] of matroids of branch-width 2 and the links between
branch-width of binary matroids and rank-width of undirected graphs in [130]we were able to deduce from
Theorem 4.8 the following.

Corollary 4.9 ([3]). The path-width of every n-element matroid of branch-width at most 2 can be computed
in time O(n 2 · log2 n ), provided that the matroid is given with its binary representation. Moreover, a linear
layout of the matroid witnessing the path-width can be computed with the same time complexity.

4.2 Obstructions for Linear Rank-Width

When we started working on linear rank-width we were mostly interested in identifying the obstructions
for linear rank-width : can we obtain a bound on the sizes of obstructions? are trees obstructions for linear
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rank-width? We do not have an answer for any of these questions, except in distance-hereditary graphs1.
Let � be a quasi-order on graphs. We say that H is a minimal � obstruction for a class of graphs C if

H /2 C but every H 0 � H belongs to C. For instance, we may be interested in vertex-minor obstructions or
pivot-minor obstructions. For example we gave in [103, 104] the set of pivot-minor obstructions for directed
graphs of F4-rank-width 1 and also for oriented graphs of F3-rank-width 1. Let us explain how we used
Theorem 4.7 to give the set of distance-hereditary vertex-minor obstructions for linear rank-width at most
k .

First, the fact that lrwd(T ) = pwd(T ) for every forest can help in proving that no tree is a minimal vertex-
minor obstruction for linear rank-width k . Let H1 := {R3} (see Figure 4.1). For k � 2, let Hk be the set of
(pairwise non isomorphic) trees obtained by taking a new vertex r and three trees in Hk�1, and by linking
this new vertex to one vertex in each of these three trees. Notice that all the trees in Hk have the same size.
Moreover, it is known that Hk is exactly the set of minimal acyclic minor obstructions for path-width at
most k [58].

Figure 4.1: The subdivided 3-star R3

Lemma 4.10 ([1]). Let k � 1 be an integer. Every tree of linear rank-width k + 1 contains a tree in Hk as a
vertex-minor.

As a corollary one can prove the following.

Corollary 4.11. Let k � 1 be an integer. No tree is a minimal vertex-minor obstruction for linear rank-width
at most k .

Proof. Let T be an acyclic vertex-minor obstruction for linear rank-width at most k . By Lemma 4.10 and
Proposition 4.4 such T should be necessarily in Hk , i.e., there is a node x in VT such that T \ x contains
exactly three trees, each in Hk�1. Let T 0 := T ⇤ x \ x , and let D and D 0 be respectively the canonical de-
compositions of T and T 0. By the characterisation of the canonical decompositions of trees in [17], one can
easily verify that D 0 is obtained from D as follows: let B be the bag containing x , replace B by B 0 := B ⇤x \x .
Now, then any component T1 of D 0 \B 0 is in Hk�1, i.e., fD 0 (B , T1) = k . By Theorem 4.7 we can then conclude
that lrwd(T 0) = k +1, contradicting the assumption that T is a minimal vertex-minor obstruction.

If, nevertheless, one is interested in the set of trees of linear rank-width k+1 such that any proper acyclic
vertex-minor has linear rank-width k , then we proved in [1] that this set is exactly Hk . By adapting the
construction ofHk , we managed in [4] to construct the set of distance-hereditary vertex-minor obstructions
for linear rank-width at most k and the construction is based on Theorem 4.7. The construction in [4]
generalises the construction given in [88], and as a consequence of both papers we can deduce that the
number of distance-hereditary vertex-minor obstructions for linear rank-width at most k is 2✓ (3

k ).
As for finding big trees in distance-hereditary graphs of large linear rank-width, we used again Theorem

4.7 to relate the path-width of F2-split decompositions with the linear rank-width of associated distance-
hereditary graphs, and obtained the following.

Theorem 4.12 ([4]). Let p � 1 be a positive integer and let T be a tree. Let G be a graph such that every prime
induced subgraph of G has linear rank-width at most p . If G has linear rank-width at least 40(p +2)|V (T )|,
then G contains a vertex-minor isomorphic to T .

1We claimed in [93] a bound on the sizes of obstructions for linear F-rank-width of�-symmetric graphs, but we later found a flaw
that we still fail to fix.
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By Theorem 4.12 in order to solve Conjecture 1 it is enough to consider only prime graphs, and since
prime graphs in distance-hereditary graphs have linear rank-width 1, we can deduce that the conjecture is
true in distance-hereditary graphs.

4.3 Concluding Remarks

We proved in [1] that the linear rank-width of forests can be computed in linear time and in [3]we gave a re-
cursive characterisation of the linear rank-width of distance-hereditary graphs which were used to propose
a polynomial time algorithm for computing their linear rank-width. Other consequences of this character-
isation is the construction of minimal distance-hereditary vertex-minor obstructions for linear rank-width
and a proof of Conjecture 1 whenever the prime graphs in the F2-split decomposition have bounded lin-
ear rank-width. We ask whether we can extend these results on distance-hereditary graphs to all graphs
of bounded rank-width. We can probably use the notion of limbs defined for distance-hereditary graphs
in order to compute the linear rank-width of graphs whose prime induced subgraphs have bounded size,
however we need new techniques to be able to compute the linear rank-width of graphs of bounded rank-
width.

It was proved in [61] that lcwd(G ) pwd(G )+2 for any graph G and we also proved in [1] that the equality
holds on forests with a path of length at least 3. As a consequence, we could characterise the linear clique-
width of forests in terms of their path-width, which in turn implies a linear time algorithm for computing
the linear clique-width of forests.

Proposition 4.13 ([1]). Let T be a forest with at least one edge. If T contains a path of length 3, then lcwd(T ) =
pwd(T )+2. If T contains no path of length 3, and all its connected components, but one, are singletons, then
lcwd(T ) = pwd(T ) + 1. If T contains no path of length 3 and at least two of the connected components of T
are not singletons, then lcwd(T ) = pwd(T ) +2.

Forests are essentially the only non trivial graph class for which we know a polynomial time algorithm
for computing their linear clique-width. We do not believe that the methods used in [1, 3] could be adapted
to compute the linear clique-width of graphs of bounded rank-width, but we wonder whether we can adapt
them to compute the linear clique-width of distance-hereditary graphs.



Part II

On the Enumeration of Minimal Dominating Sets
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Chapter 5

Equivalence of Dom-Enum and

Trans-Enum

The material presented in this chapter is a part of the article [97], where we showed that DOM-ENUM(co-
bipartite graphs), TDOM-ENUM(split graphs), DOM-ENUM, TDOM-ENUM and TRANS-ENUM are all DelayP-
equivalent. We also discussed about the enumeration of minimal connected dominating sets. Since for
any hypergraph H we have that t r (H) = t r (min(H)), we can assume that all hypergraphs in this chapter are
simple.

5.1 DOM-ENUM and TRANS-ENUM

Let us first define usual graphs associated with hypergraphs.

Definition 5.1. Given a hypergraph H, the (bipartite) incidence graph I(H) of H is the bipartite graph
(VH,{yE | E 2 EH},{x yE | x 2 E }), and the incidence split graph I 0(H) of H is the split graph obtained from
I(H) by turning VH into a clique. The co-bipartite incidence graph B(H) of H is the co-bipartite graph ob-
tained from I 0(H) by turning the independent set {yE | E 2 EH} into a clique, and adding a new vertex v that
is universal to VH. See Figure 5.1 for illustrations.
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Figure 5.1: Illustrations of graphs from a hypergraph H.

It is not hard to prove that any transversal of H is a dominating set of B(H). In the other direction, we
proved the following.

Lemma 5.2 ([97]). Let H be a hypergraph and D be a minimal dominating set of B(H). Then either D is a
minimal transversal of H or D ✓ VH⇥ {yE | E 2 EH}.

27
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Since B(H) can be constructed in time O (kHk) and the number of minimal dominating sets of B(H) that
are not minimal transversals of H are bounded by |VH|⇥ |EH|we can conclude the following.

Theorem 5.3 ([97]). DOM-ENUM (co-bipartite graphs), DOM-ENUM and TRANS-ENUM are all DelayP-
equivalent.

From Lemma 2.4 we know that TDOM-ENUM DelayP TRANS-ENUM, we proved the following.

Lemma 5.4 ([97]). TRANS-ENUM DelayP TDOM-ENUM(split graphs).

Corollary 5.5 ([97]). DOM-ENUM (co-bipartite graphs), TDOM-ENUM (split graphs), DOM-ENUM, TDOM-
ENUM and TRANS-ENUM are all DelayP-equivalent.

In [122] it is proved that the enumeration of (inclusion-wise) minimal d -dominating sets1 is also DelayP-
equivalent to TRANS-ENUM. It would be interesting to classify the domination problems for which the enu-
meration of (inclusion-wise) minimal sets is equivalent to DOM-ENUM or are less harder than DOM-ENUM.
We finish this section with the following natural question we asked in [97].

DOM-GRAPH

Input. A hypergraph H and a positive integer k
Output. A graph G and a set F ✓ 2VG with |F | k such that t r (H) =D(G )[ F

DOM-GRAPH is N P -complete since the problem whether a hypergraph is a closed neighbourhood hy-
pergraph is N P -complete [12]. For k = |VH|⇥ |EH| the problem is trivially polynomial since B(H) satisfies
the desired property. What about its complexity for 1 k < |VH|⇥ |EH|?

5.2 Connected Dominating Sets

In the literature the enumeration of connected subsets satisfying some given property are less studied and
this is probably due to the fact that problems related to connected sets are usually harder and we still do not
yet have a good understanding of simpler enumeration problems. The MINIMUM CONNECTED DOMINAT-
ING SET problem is a well-studied variant of the MINIMUM DOMINATING SET problem due to its numerous
applications in networks, and also to its links with the STEINER TREE problem. So, we wanted to know its
complexity status with respect to TRANS-ENUM and we were only able to prove that it is harder than TRANS-
ENUM.

A connected dominating set in a graph G is a dominating set D of G such that G [D ] is connected. The
set of (inclusion-wise) minimal connected dominating sets of a graph G is denoted by CD(G ) and CDOM-
ENUM consists in enumerating CD(G ) for a given graph G . It is worth noticing that minimal connected
dominating sets and minimal dominating sets that are connected are two different sets, but in split graphs
the two sets coincide.

Proposition 5.6 ([97]). CD(I 0(H)) = t r (H) for every hypergraph H. Hence, TRANS-ENUM DelayP CDOM-
ENUM(split graphs).

Because H= t r (t r (H)) for every simple hypergraph H, one can deduce from Proposition 5.6 that every
hypergraph is the set of minimal connected dominating sets of a (split) graph, which is not the case with
minimal dominating sets [12].

One would know whether CDOM-ENUM DelayP TRANS-ENUM. However, the following gives some evi-
dence that it should not be the case. A subset S ✓ VG of a connected graph G is called a separator of G if G \S
is not connected; S is minimal if it does not contain any other separator. For two vertices a and b , an a b -
separator is a subset S ✓ VG \{a , b }which disconnects a from b ; it is said to be minimal if no proper subset
of S disconnects a from b . Every minimal separator is an a b -separator for some pair of vertices a , b . The
minimal separators are exactly the minimal a b -separators which do not contain any other c d -separator.
For this reason they are often called the inclusion minimal separators. A graph may have an exponential

1A set D is a d -dominating set if each vertex has at least d neighbours in D .
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number of minimal separators, but one can enumerate them with polynomial delay [147]. We define S(G )
as the hypergraph (VG ,{S ⇢ VG | S is a minimal separator of G }).
Proposition 5.7 ([97]). CD(G ) = t r (S(G )) for every non-complete graph G .

As a corollary CDOM-ENUM(C)DelayP DOM-ENUM for any graph class C which has a polynomial number
of minimal separators, e.g., circular-arc graphs, circle graphs, chordal bipartite graphs, trapezoid graphs,
etc. If C moreover contains the split graphs, then CDOM-ENUM(C) is DelayP-equivalent to DOM-ENUM (or
equivalently TRANS-ENUM), e.g., chordal graphs, weakly chordal graphs.

5.3 Conclusion

We proved that DOM-ENUM, TDOM-ENUM and TRANS-ENUM are all DelayP-equivalent, and CDOM-ENUM

is harder than all of them. But, we did not look at a characterisation of domination like problems which acts
similarly. Can we have a trichotomy theorem (TotalP, TotalP-equivalent to TRANS-ENUM or TotalP-harder
than TRANS-ENUM) for say the minimal (�,⇢)-dominating sets (see Chapter 7 for the definition)?

One easily checks that TRANS-ENUM can be also polynomially reduced to CDOM-ENUM(co-bipartite
graphs) since there are only a polynomial number of minimal connected dominating sets inB(H) that inter-
sect the set {yE | E 2 EH}. Can we characterise the graph classes C for which TRANS-ENUM and DOM-ENUM

(C) are equivalent? Given a graph class C, for which hypergraph classesD do we have TRANS-ENUM(D)TotalP

DOM-ENUM(C)? Similarly for (connected) minimal (�,⇢)-dominating sets.



Chapter 6

Independent Systems

We recall that an independent system is a set system (V ,E ✓ 2V ) that is hereditary under inclusion. We have
seen in Section 2.2 that the sets of an independent system can be enumerated with polynomial delay given a
polynomial oracle, and that in general the enumeration of maximal sets is intractable. In [97]we defined an
independent system in split graphs which are in one-to-one correspondence with the minimal dominating
sets in split graphs, and derived from this a linear delay algorithm for DOM-ENUM(split graphs) (Section 6.1).
This algorithm does not extend to chordal graphs and the tree structure of chordal graphs, namely clique
trees, does not help in a straightforward way. Instead we associated with chordal graphs several independent
systems and proved that the enumeration of minimal dominating sets in chordal graphs reduces to the
enumeration of maximal sets of these independent systems. We finally showed that those maximal sets
can be enumerated with polynomial delay by showing that some instances of SUBSETIND can be answered
in polynomial time with the help of clique trees [99] (Section 6.2).

6.1 Split Graphs

We cannot use SUBSETIND to solve DOM-ENUM(split graphs) because it is N P -complete and this can be
easily proved by reducing the general question into the special case of split graphs [99]. Let us denote by
G := (C ,S , E ) a split graph G with C the clique that we assume maximal and S is the independent part. One
easily checks that the minimal dominating sets in a split graph G cannot be characterised by their intersec-
tion with S because several minimal dominating sets may have the same intersection with S . Fortunately,
the next lemma says that we can characterise the minimal dominating sets of a split graph G with their
intersection with C .

Lemma 6.1 ([97]). Let D be a minimal dominating set of a split graph G . Then D \S = S \NG (D \C ).

Let G be a split graph and let DI(G ) := {A ✓C | A is an irredundant set}. The next lemma combined with
Lemma 6.1 proves thatDI(G ) is in bijection withD(G ). They also show that minimal connected dominating
sets and minimal dominating sets that are connected coincide in split graphs. Hence, the enumeration of
the latter set is also harder than TRANS-ENUM.

Lemma 6.2 ([97]). Let A ✓ C be an irredundant set of a split graph G . Then A [ (S \NG (A)) is a minimal
dominating set of G .

The next lemma shows that DI(G ) is an independent system.

Lemma 6.3 ([97]). Let D be a minimal dominating set of a split graph G . Then for every irredundant set
A ✓D \C , the set A [ (S \NG (A)) is a minimal dominating set.

Since we can check in linear time whether a set A ✓ C is an irredundant set, Algorithm 1.1 enumerates
the set D(G ) in linear time for every split graph G .

30
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Theorem 6.4 ([97]). DOM-ENUM(split graphs) belongs to DelayL.

6.2 Chordal Graphs

Chordal graphs admit nice tree structures, namely clique trees, which were used in the past to solve effi-
ciently several N P -complete problems, e.g., MAXIMUM INDEPENDENT SET, FEEDBACK VERTEX SET, etc. by
dynamic programming. These algorithms work usually as follows: take a clique separator and subdivide the
instance into sub-instances and because we can control the intersections of solutions between the smaller
instances, we can efficiently combine the solutions. However, this is not the case for minimal dominating
sets because they not only can intersect the separator in an arbitrary number of vertices, but we cannot
even control how they do, and this can maybe explain why MINIMUM DOMINATING SET in N P -complete in
chordal graphs (even in split graphs whose clique trees have diameter 2). One can expect to obtain a lemma
similar to Lemma 6.1, however even in such restricted cases SUBSETIND is already N P -complete in chordal
graphs.

Theorem 6.5 ([99]). SUBSETIND is N P -complete in chordal graphs even if a path P , from the root, of the
clique tree satisfies that any child C of a clique in P satisfies either V (C )\ (S [X ) = ; or V (C )✓ (S [X ).

In [99]we proposed to decompose chordal graphs along antichains of cliques and proved the following.

Theorem 6.6 ([99]). DOM-ENUM(chordal graphs) belongs to DelayP.

We explain how the algorithm works. Let us from now on consider a chordal graph G = (V , E ) and a
clique tree T that is rooted at a node Cr , and recall that it is provided with the ancestor-descendant relation
�T . Let us denote by C its set of (inclusion-wise) maximal cliques. For each C 2 C, let us denote by f (C )
the set of vertices in C that are not in any maximal clique C 0 ancestor of C . Notice that { f (C ) | C 2 T } is a
partition of V , and for x 2V let C (x ) be the unique C 2 C such that x 2 f (C ). For C 2 C, the subtree rooted
at C is denoted by T (C ), and let V (C ) :=

S
C 02T (C ) f (C 0).

Let us extend the ascendant-descendant relation of T into a linear ordering of V such that a vertex x is
smaller than a vertex y whenever C (x )�T C (y ). For S ✓ V let

? C(S ) := {C (x ) | x 2 S},
? U p (S ) := {x 2V | 9C 2 C(S ), C �T C (x )},
?

L(S ) :=

(
max�T {C 2 C |C has no descendant in C(S )} if S 6= ;,
{Cr } otherwise.

? A(S ) := {x 2 S |C (x ) 2max�T {C(S )}}, called top-set of S ,

? t a i l (S ) denotes the largest vertex in S .

A subset A ✓ V is an antichain if C(A) is a maximal set of pairwise incomparable maximal cliques. A
prefix of a vertex set S is a subset S 0 ✓ S such that no vertex in S \ S 0 is smaller than t a i l (S 0). A partial
antichain is a prefix of an antichain. We allow the ; to be a partial antichain.

Let K1, K2 ✓Cr be given disjoint sets and without confusion we denote K1[K2 by K . A (K1, K2)-extension
of a partial antichain A is a vertex set D such that (A[K )✓D and D \(A[K )✓ S

C 2L(A[K )
V (C ). Observe that if

D is a (K1, K2)-extension of A, then A is a prefix of A(D ). A (K1, K2)-extension D is feasible if it is a dominating
set and P (D , x ) 6= ; for all x 2D \K2. A partial antichain A is (K1, K2)-extendable if it has a feasible (K1, K2)-
extension.

Let us briefly explain the ideas of the algorithm and why we introduced (K1, K2)-extensions. We first ob-
serve that for any minimal dominating set D of G , its top-set A(D ) is an (;,;)-extendable antichain. More-
over, D \ A(D ) is composed of vertices below A(D ), i.e., any vertex in D \ A(D ) is included in V (C ) \C for
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some C 2 C(D ). Using this, we can partition the minimal dominating sets according to their top-sets. Since
these top-sets are (;,;)-extendable, it is enough to enumerate all (;,;)-extendable antichains, and for each
(;,;)-extendable antichain A, enumerate all minimal dominating sets whose top-set is A. By definition, for
each (;,;)-antichain A there is at least one minimal dominating set whose top-set is A. Therefore, each
output (;,;)-antichain will give rise to a solution.

Now for a minimal dominating set D and a clique C 2 C(A(D )), each vertex x in D \ (V (C )[C ) cannot
have a private neighbor in another G [V (C 0)[C 0] for some other C 0 2 C(A(D )). Therefore, we can treat each
G [V (C )[C ] independently. However, for each C 2 C(A(D )) the set D\(V (C )[C ) is not necessarily a minimal
dominating set of G [V (C )[C ] since D \C may be equal to a singleton {x }with x having a private neighbor
in U p (A(D )). In such cases we are looking in G [V (C )[C ] a dominating set D 0 of G [V (C )[C ] containing x
where x does not necessarily have a private neighbor, but all the other vertices in D 0 do, i.e., D 0 is a feasible
(;,{x })-extension in G [V (C )[C ]with clique tree T (C ). This situation is what exactly motivated the notion
of (K1, K2)-extensions.

Assume now we are given a (K1, K2)-extendable antichain A. Contrary to (;,;)-antichains we can have
a vertex x in K that belongs to several cliques in A. So we cannot independently make recursive calls in
G [V (C ) [ C ] for each C 2 C(A). But, for each feasible (K1, K2)-extension of A and each C 2 C(A) the set
D \ (V (C )[C ) is a feasible (K 1

C , K 2
C )-extension of G [V (C )[C ] for some disjoint K 1

C and K 2
C in (A [K )\C .

Now the whole task was to define for each C 2 C(A) the sets K 1
C and K 2

C in (A [ K )\C in such a way that
by combining all these feasible (K 1

C , K 2
C )-extensions we obtain a feasible (K1, K2)-extension of A, and also

any feasible (K1, K2)-extension can be obtained in that way. Actually, the way of setting K 1
C and K 2

C was the
key, and will be described next. By the way we have proved the following in [99] which shows that one can
enumerate with polynomial delay all the (K1, K2)-extendable antichains with Algorithm 1.2.

Lemma 6.7 ([99]). The set of (K1, K2)-extendable partial antichains form an independent system and one can
moreover check in polynomial time whether a given partial antichain is (K1, K2)-extendable.

Now, it remains to show how to enumerate with polynomial delay the feasible (K1, K2)-extensions. Given
a (K1, K2)-extendable antichain A the enumeration consists in enumerating feasible (K 1

C , K 2
C )-extensions of

G [V (C )[C ] for each C 2 C(A), but for appropriate pairs (K 1
C , K 2

C ).
A vertex set D ◆ A[K is called a partial (K1, K2)-extension of A if there is a feasible (K1, K2)-extension D 0

of A such that D \ (A[K ) is a prefix of D 0 \ (A[K ), and all the vertices in V (C (x )) for x 2 A is dominated by
D if x is smaller than t a i l (D \ (A [K )). Our strategy was to enumerate all partial (K1, K2)-extensions of A,
similar to the antichain enumeration. For a partial (K1, K2)-extension D of A, let C (D ) be the smallest clique
C in C(A) such that a vertex in V (C ) is not dominated by D . To enumerate all partial (K1, K2)-extensions of A
and find all (K1, K2)-extensions of A, we start from D = A [K and repeatedly add a (K 1

C (D ), K 2
C (D ))-extension

of G [V (C (D )) [ C (D )] to D for appropriate (K 1
C (D ), K 2

C (D )), while keeping the extendability. We character-
ized the possible (K 1

C (D ), K 2
C (D )) in [99] and showed that the partial (K1, K2)-extensions form an independent

system and the maximal ones, which are exactly the feasible (K1, K2)-extensions, can be enumerated with
polynomial delay with the help of Algorithm 1.2.

6.3 Future Work

We used the enumeration of (maximal) sets in independent systems to derive polynomial delay algorithms
for DOM-ENUM in split and chordal graphs and these algorithms use deeply the structure of split and chordal
graphs. To what extent did we strongly use clique trees? Can we define similar techniques for other graph
classes, e.g., chordal bipartite graphs which admit a tree-decomposition with complete bipartite graphs as
bags [112] and weakly chordal graphs which admit a nice linear ordering [84, 85]1?

1We erroneously claimed that co-bipartite graphs are weakly chordal in [99, 77] because of a misunderstanding of the definition
of weakly chordal graphs, and hence the tractability of weakly chordal graphs is still open.



Chapter 7

Parsimonious Reductions

It is common in order to count or enumerate the elements of a setO, to identify a set T such that we can eas-
ily count or enumerate the members of T and produce a bijection b : O! T . We proved for instance in [98]
that DOM-ENUM(interval[permutation)belongs to DelayL by exhibiting a bijection with the set of maximal
paths in a DAG. We extended this result to a more general graph class which contains permutation graphs,
circular-arc graphs, complements of k -degenerate graphs, etc. [75] (see Section 7.1). We characterised in
[97] the set of edges that can be added into a graph without changing the set of minimal dominating sets,
and we demonstrated its usefulness with the case of P6-free chordal graphs (see Section 7.2).

7.1 Graphs with Polynomially Linear Bounded Neighbourhood

Given a graph G and a subset A of its vertex set, let us denote by N A := {NG (X )\A | X ✓ A}. It is proved in [23]
that if G admits a layout (T , L ) such that for each edge e the size of max{N X e

, N X e } is bounded by some poly-
nomial p (|VG |), then a large set of N P -complete problems can be solved on G in time p o l y (|VG |, p (|VG |)), in-
cluding INDEPENDENT SET, DOMINATING SET, TOTAL DOMINATING SET, etc. Examples of such graph classes
are graphs of bounded rank-width, interval graphs, permutation graphs, complements of k -degenerate
graphs, etc. In particular in graphs of bounded rank-width this set of problems admits a singly exponen-
tial FPT polynomial time algorithm, which sounds much better than the bounds one can obtain from the
meta-theorem [30]. Since the solutions of every M SO L1 property can be listed with linear delay on graphs
of bounded rank-width by the meta-theorem in [34], yielding of course non-elementary constants, one
can wonder whether the non-elementary constants can be reduced to a single exponential in the case of
problems studied in [23]. We consider in this section this question in the case where the given layout is a
linear layout. What is presented is an extension of results published in [75] where we considered graphs of
bounded linear maximum induced matching width introduced by Vatshelle in his PhD thesis [159]. Let us
first give some definitions before stating the result, mostly proved in [75]. Because we will use the results
given here in Chapter 8, we use graphs with vertex set bi-coloured.

Let G be a graph and let Red, Blue✓ VG such that Red[Blue= VG . We refer to the vertices (or subsets)
of Red as the red vertices (or sets), the vertices (or subsets) of Blue as the blue vertices (or sets), and we say
that G together with given sets Red and Blue is a coloured graph. For simplicity, whenever we say that G
is a coloured graph, it is assumed that the sets Red and Blue are given. Notice that Red and Blue are not
necessarily disjoint. In particular, it can happen that Red=Blue= VG ; a non-coloured graph G is a coloured
graph with Red=Blue= VG .

Definition 7.1. Let d 2 N. Let G be a coloured graph and let A ✓ VG . Two subsets X and Y of A of same
colour are d-neighbour equivalent w.r.t. A, denoted by X ⌘d

A Y , if min(d , |X \NG (x )|) =min(d , |Y \NG (x )|)
for all x 2 A of different colour from X and Y . It is folklore to prove that ⌘d

A is an equivalence relation, and
we let ne cR (⌘d

A ) and ne cB (⌘d
A ) be respectively the number of red and blue equivalence classes. We let

neighd
G (A) :=max{ne cR (⌘d

A ), ne cB (⌘1
A), ne cR (⌘d

A
), ne cB (⌘1

A
)}.

33
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An n-vertex graph is said to be of polynomially (linear) bounded neighbourhood if, for each d 2N, there
are a polynomial p (x , y ) and a (linear) layout of VG of neighd

G -width at most p (n , d ). Several graph classes
have been proved to be of polynomially linear bounded neighbourhood, e.g., interval graphs, permuta-
tion graphs, Dilworth-k graphs, circular permutation graphs, bipartite tolerance graphs, bipartite unit-disk
graphs, etc. [6, 29].

The (�,⇢)-dominating set notion was introduced by Telle and Proskurowski [152] as a generalization of
dominating sets. Indeed, many N P -hard domination type problems such as the problems INDEPENDENT

SET, d -DOMINATING SET, INDEPENDENT DOMINATING SET and TOTAL DOMINATING SET are special cases of
the (�,⇢)-Dominating Set Problem. More examples are given in [23, Table 1].

Definition 7.2. Let � and ⇢ be finite or co-finite subsets of N and let G be a coloured graph. We say that a
set D ✓ VG (�,⇢)-dominates U ✓ V (G ) if it (�,⇢)-dominates every u 2U , i.e., for each u 2U , |NG (u )\D | 2�
if u 2D , otherwise |NG (u )\D | 2⇢.

A set of vertices D ✓Red is a Red (�,⇢)-dominating set if D (�,⇢)-dominates Blue.
Let d (N) = 0. For every finite set µ ✓ N, let d (µ) = 1+max{a | a 2 µ}, and for every co-finite set µ ✓ N, let

d (µ) = 1+max{a | a 2N \µ}. For finite or co-finite subsets� and ⇢ of N, we let d (�,⇢) =max(d (�), d (⇢)).

Let G be a coloured graph. If Red = Blue = VG , then a Red (�,⇢)-dominating set is the classical notion
of (�,⇢)-dominating set. As pointed out in [23] given a subset D of Red, we can check if D is a Red (�,⇢)-
dominating set by computing |D \NG (x )| up to d (�,⇢) for each vertex x in Blue. It was also proved in [23]
that a (inclusion-wise) minimum (or maximum) (�,⇢)-dominating set can be computed in time p o l y (n , c )
in a graph G given with a layout of neighd

G -width c .
A Red (�,⇢)-dominating set D of a graph G is said 1-minimal if for each vertex x in D , D \x is not a Red

(�,⇢)-dominating set. Clearly, every (inclusion-wise) minimal Red (�,⇢)-dominating set is 1-minimal, but
the converse is not true for arbitrary� and⇢. In the case of total domination and classical domination how-
ever the two notions coincide. We will prove next how to enumerate with linear delay all 1-minimal (�,⇢)-
dominating sets in graphs with polynomially linear bounded neighbourhood, and show in the concluding
remarks how to adapt it for 1-maximal ones. The main result in [75] is the following which generalises the
results in [98].

Theorem 7.3 ([75]). Let (�,⇢) be a pair of finite or co-finite subsets of N and let d := d (�,⇢). For an n-vertex
coloured graph G given with a linear layout of VG of neighd

G -width at most c , one can count in time bounded
by p o l y (n , c ), and enumerate with linear delay, all 1-minimal Red (�,⇢)-dominating sets of G .

Corollary 7.4 ([75]). Let (�,⇢) be a pair of finite or co-finite subsets of N. Then, for every colored graph G in
one of the following graph classes, we can count in polynomial time, and enumerate with linear delay all 1-
minimal Red (�,⇢)-dominating sets of G : interval graphs, permutation graphs, circular-arc graphs, circular
permutation graphs, trapezoid graphs, convex graphs, bipartite unit-disks, bipartite tolerance graphs, and
for fixed k , k -polygon graphs, Dilworth-k graphs, complements of k -degenerate graphs.

The following corollary improves some known results in the enumeration of minimal transversals of
interval and circular-arc hypergraphs where only an incremental polynomial time algorithm was known
(see e.g. [139]).

Corollary 7.5 ([75]). For every hypergraph H being an interval hypergraph or a circular-arc hypergraph one
can count in polynomial time, and enumerate with linear delay, all minimal transversals of H.

In order to show the main ideas of the proof of Theorem 7.3, let us fix a pair (�,⇢) of finite or co-
finite subsets of N and let d := d (�,⇢). Let also G be a fixed coloured graph given with a linear layout
x1, . . . , xn of neighd

G -width at most c . Furthermore, for all i 2 {1, 2, . . . , n}, we let Ai := {x1, x2, . . . xi } and
Ai := {xi+1, xi+2, . . . xn}. First, we need some certificate that a considered set is 1-minimal. Let D be a Red
(�,⇢)-dominating set of G . For a vertex u 2D , the vertex v 2 Blue is its certifying vertex (or a certificate) if
v is not (�,⇢)-dominated by D \ {u}.
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Lemma 7.6 ([75]).

1. A set D ✓ Red is a 1-minimal Red (�,⇢)-dominating set of G if and only if each vertex u 2 D has a
certificate.

2. Let D be a Red (�,⇢)-dominating set of G . If v is a certificate for u 2D , then v = u or v is a certificate
for all vertices of NG (v )\D .

We define�⇤ =� \⇢ . Let also�� = {i 2� | i �1 /2�}, ⇢� = {i 2⇢ | i �1 /2⇢}.
Lemma 7.7 ([75]). The sets �⇤,�� and ⇢� are finite or co-finite. Also, d (�⇤)  d (�,⇢) and d (��,⇢�) 
d (�,⇢) +1.

Lemma 7.8 ([75]). Let D be a Red (�,⇢)-dominating set of G and let u 2D . The vertex u is a certificate for
itself if and only if u 2Blue and |NG (u )\D | 2�⇤. A vertex v 2NG (u )\Blue is a certificate for u if and only if
D (��,⇢�)-dominates v .

We borrow a last idea from [23]. For every A ⇢ VG and every subset X of A, we denote by r e p d
A (X ) the

lexicographically smallest set R ✓ A such that |R | is minimised and R ⌘d
A X . Notice that it can happen that

R = ;. The following is proved in [23] in uncoloured graphs, but it holds for the coloured graphs.

Lemma 7.9 ([23]). For every i 2 {1, . . . , n}, one can compute a list LR d
i containing all representatives w.r.t. ⌘d

Ai

in time O ((ne cR (⌘d
Ai
) +ne cB (⌘d

Ai
)) · log(ne cR (⌘d

Ai
) +ne cB (⌘d

Ai
)) ·n 2). One can also compute a data structure

that given a set X ✓ Ai in time O (log(ne cR (⌘d
Ai
) +ne cB (⌘d

Ai
)) · |X | ·n ) allows us to find a pointer to r e p d

Ai
(X )

in LR d
i . Similar statements hold for the list LR d

i
containing all representatives w.r.t. ⌘d

Ai
.

We are now ready to define the DAG the maximal paths of which correspond to the 1-minimal Red
(�,⇢)-dominating sets of G .

Let 1 j < n and let (R j , R 0j , C j , C 0j ) 2 LR d
j ⇥LR d

j̄
⇥LR 1

j ⇥LR 1
j

and (R j+1, R 0j+1, C j+1, C 0j+1) 2 LR d
j+1⇥LR d

j+1
⇥

LR 1
j+1⇥ LR 1

¯j+1
.

There is an "-arc-1 from (R j , R 0j , C j , C 0j ) to (R j+1, R 0j+1, C j+1, C 0j+1) if

(1.1) R j ⌘d
A j+1

R j+1 and R 0j ⌘d
A j

R 0j+1, and

(1.2) if (x j+1 /2 Blue or (x j+1 2 Blue and |N (x j+1)\ (R j [R 0j+1)| 2 ⇢ and |N (x j+1)\ (R j [R 0j+1)| /2 ⇢�)) then
(C j+1 = r e p 1

A j+1
(C j )) and C 0j = r e p 1

A j
(C 0j+1), otherwise we should have (|N (x j+1)\ (R j [R 0j+1)| 2⇢�) and

(1.2.a) if N (x j+1)\ (A j+1 \Red) 6= ;, then C j+1 = r e p 1
A j+1
(C j [ {x j+1}), else C j+1 = r e p 1

A j+1
(C j ),

(1.2.b) if N (x j+1)\ (A j \Red) 6= ;, then C 0j = r e p 1
A j
(C 0j+1 [ {x j+1}), else C 0j = r e p 1

A j
(C 0j+1).

There is an "-arc-2 from (R j , R 0j , C j , C 0j ) to (R j+1, R 0j+1, C j+1, C 0j+1) if

(2.1) R j+1 ⌘d
A j+1
(R j [ {x j+1}), R 0j ⌘d

A j
(R 0j+1 [ {x j+1}), x j+1 2 Red, (|N (x j+1)\ (R j [R 0j+1)| 2 � if x j+1 2 Blue),

and

(2.2) if (x j+1 /2 Blue or (x j+1 2 Blue and |N (x j+1) \ (R j [ R 0j+1)| /2 ��)), then (C j+1 = r e p 1
A j+1
(C j ) and C 0j =

r e p 1
A j
(C 0j+1)), otherwise we should have (|N (x j+1)\ (R j [R 0j+1)| 2��) and

(2.2.a) if N (x j+1)\ (A j+1 \Red) 6= ;, then C j+1 = r e p 1
A j+1
(C j [ {x j+1}), else C j+1 = r e p 1

A j+1
(C j ), and

(2.2.b) if N (x j+1)\ (A j \Red) 6= ;, then C 0j = r e p 1
A j
(C 0j+1 [ {x j+1}), else C 0j = r e p 1

A j
(C 0j+1), and

(2.3) either (N (x j+1)\ (C j [C 0j+1) 6= ;) or ((x j+1 2Blue and |N (x j+1)\ (R j [R 0j+1)| 2�⇤).

If D is a minimal Red (�,⇢)-dominating set containing the vertex xi , then there is a tuple (R , R 0, C , C 0)
such that D \ Ai ⌘d

Ai
R , D \ Ai ⌘d

Ai
R 0, and C and C 0 are certificates for vertices in D \ Ai and D \ Ai re-

spectively. The nodes of the DAG will code this information, and the arcs will code the way to construct
iteratively D (an "-arc-1 tells us that we will not add the next vertex, but if it is blue it should be dominated,
and the "-arc-2 tells that we will add the next vertex and dominate it also if it is a blue vertex).
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The nodes of D AG (G ). (R , R 0, C , C 0, i ) 2 LR d
i ⇥ LR d

ī
⇥ (LR 1

i \ 2Ai\Blue)⇥ (LR 1
ī
\ 2Ai\Blue)⇥ [n ] is a node of

D AG (G ) whenever xi 2 Red. We call i the index of (R , R 0, C , C 0, i ). Finally s = (;,;,;,;, 0) is the source node
and t = (;,;,;,;, n +1) is the terminal node of D AG (G ).

The arcs of D AG (G ). There is an arc from the node (R0, R 00, C0, C 00, j ) to the node (Rp , R 0p , Cp , C 0p , j + p )
with 1  j < j +p  n if there exist tuples (R1, R 01, C1, C 01), . . . , (Rp�1, R 0p�1, Cp�1, C 0p�1) such that (1) for each

1  i  p � 1 (Ri , R 0i , Ci , C 0i ) 2 LR d
j+i ⇥ LR d

j+i
⇥ (LR 1

i \ 2A j+i\Blue)⇥ (LR 1
j+i
\ 2A j+i\Blue) and there is an "-arc-

1 from (Ri�1, R 0i�1, Ci�1, C 0i�1) to (Ri , R 0i , Ci , C 0i ), and (2) there is an "-arc-2 from (Rp�1, R 0p�1, Cp�1, C 0p�1) to
(Rp , R 0p , Cp , C 0p ).

There is an arc from the source node to a node (R , R 0, C , C 0, j ) if (S := {x 2 (A j\Blue)\{x j } |N (x )\(A j\Red) 6=
; and |N (x )\ ({x j }[R 0)| 2⇢�})
(S1) {x j }⌘d

A j
R and ({x j }[R 0) (�,⇢)-dominates A j \Blue,

(S2) if (x j 2Blue and |N (x j )\R 0| 2��) then C ⌘1
A j
(S [ {x j }), otherwise C ⌘1

A j
S , and

(S3) either (N (x j )\ (C 0 [C ) 6= ;) or (x j 2Blue and |N (x j )\R 0| 2�⇤).

There is an arc from a node (R , R 0, C , C 0, j ) to the terminal node if
(T1) |N (x )\R | 2⇢ for each x 2 A j+1 \Blue, and

(T2) C 0 ⌘1
A j
{x 2 A j \Blue |N (x )\ (A j \Red) 6= ; and |N (x )\R | 2⇢�}.

An arc from the source node to a node (R , R 0, C , C 0, j ) says roughly that all blue vertices in A j are domi-
nated and x j is the first vertex of the dominating set, while an arc from (R , R 0, C , C 0, j ) to the terminal node
tells us that all blue vertices in A j are dominated and x j is the last vertex of the dominating set.

One easily checks that D AG (G ) is a DAG since the arcs are always from a node at index j to a node at
higher index, and can be also constructed in time p o l y (n , c ). If P = (s , v1, v2, . . . , vp , t ) is a path in D AG (G ),
then the trace of P , denoted by trace(P ), is defined as {x j1

, x j2
, . . . , x jp

} where for all i 2 {1, 2, . . . , p}, ji is the
index of the node vi . We proved the following which says that it is sufficient to count and enumerate the
maximal paths of D AG (G ) to count and enumerate the 1-minimal Red (�,⇢)-dominating sets of G . And
since in a DAG we can count the maximal paths and enumerate them with linear delay (see for instance
[98]), this concludes the proof of Theorem 7.3.

Lemma 7.10 ([75]). Let P be the set of paths in D AG (G ) from the source node to the terminal node. The
mapping which associates with every P 2P trace(P ) is a one-to-one correspondence with the set of 1-minimal
Red (�,⇢)-dominating sets.

7.2 Completion

It is well-known that t r (H) = t r (min(H)) for any hypergraph H. We were curious to know given a graph
G such that N (G ) 6= min(N (G )), how can we modify it into a graph G 0 on the same vertex set such that
N (G 0) =min(N (G )). For that purposes we characterised in [97] the set of edges that can be added without
modifying the set of minimal dominating sets, and define the notion of maximal extension of a graph. It
turns out that this notion can be used to obtain new output-polynomial algorithms, that we demonstrated
with the case of P6-free chordal graphs.

Definition 7.11 ([97]). For a graph G we denote by I R (G ) the set of vertices (called irredundant vertices)
that are minimal with respect to the neighbourhood inclusion. In case of equality between minimal vertices,
exactly one is considered as irredundant. All the other vertices are called redundant and the set of redundant
vertices is denoted by R N (G ). Notice that if a vertex x is redundant, then there exists an irredundant vertex
y such that NG [y ]✓NG [x ]. The completion graph of a graph G is the graph Gc o with vertex set VG and edge
set EG [ {x y | x , y 2R N (G ), x 6= y }, i.e., Gc o is obtained from G by turning R N (G ) into a clique.
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The completion graph of a split graph G = (C ,S , E ) is G itself, since all vertices in S are irredundant.
Graph classes are not hereditary with respect to the completion operation. For instance, the completion
operation does not preserve the chordality of a graph, paths are chordal graphs but their completion graphs
are not chordal. The following characterised the optimality of the addition of the edges.

Proposition 7.12 ([97]). Let G be a graph. Then D(G ) =D(Gc o ). Let G 0 be (VG , EG [{e })with e a non-edge of
G . Then D(G ) 6=D(G 0) if and only if e \ I R (G ) 6= ;.

We demonstrated its usefulness by showing that completion graphs of P6-free chordal graphs are split
graphs.

Proposition 7.13 ([97]). Let G be a P6-free chordal graph. Then Gc o is a split graph.

As a corollary, DOM-ENUM(P6-free chordal graphs) belongs to DelayL [97], which is better than the poly-
nomial delay obtained from Section 6.2. We also characterised completion graphs that are chordal graphs
by showing that they must be split.

Proposition 7.14 ([97]). Let G be a graph. Then Gc o is a chordal graph if and only if Gc o is a split graph.

7.3 Concluding Remarks

We have seen how to reduce the enumeration of 1-minimal Red (�,⇢)-dominating sets into the enumera-
tion of paths in a DAG when the graph G is given with a linear layout of neighG -width at most c . As a conse-
quence, in graphs of bounded linear rank-width, one can enumerate the 1-minimal Red (�,⇢)-dominating
sets with delay depending on the next output and the pre-processing is only singly exponential in the linear
rank-width, contrary to [34]. Also, we can count in polynomial time, and enumerate with delay depending
only on the next output the minimal (total) dominating sets in several well-known graph classes: circular
permutation, trapezoid graphs, etc. pushing further the graph classes where DOM-ENUM is tractable. We
wonder whether we can extend the construction to graphs given with a layout of neighG -width at most
c . In this case, we are considering the enumeration of AND-trees in an AND-DAG [34]. We can probably
construct an AND-DAG such that its AND-trees correspond to the 1-minimal Red (�,⇢)-dominating sets.
However, the delay will depend on the height of the layout and not on the size of the output. Probably, a
cleaning as the one done in [34] is possible.

Let us now explain how to adapt the definition of certificate so that we can enumerate in the same way
all 1-maximal Red (�,⇢)-dominating sets, i.e., those Red (�,⇢)-dominating sets D such that D [{x } is not a
Red (�,⇢)-dominating set for any x 2VG \D . Let D be a Red (�,⇢)-dominating set. For a red vertex u /2D ,
the blue vertex v is a certificate for u if v is not (�,⇢)-dominated by D [{u}. If we set�+ := {i 2� | i+1 /2�}
and ⇢+ := {i 2 ⇢ | i + 1 /2 ⇢}, then by substituting 1-maximal, �+ and ⇢+ to respectively 1-minimal, ��
and ⇢�, one can still prove that Lemmas 7.6, 7.7 and 7.8 are still valid. From this one can adapt without
difficulties the construction of the DAG.

If every (inclusion-wise) minimal/maximal Red (�,⇢)-dominating set is a 1-minimal/1-maximal Red
(�,⇢)-dominating set, the converse is not true. The technique used here can be probably adapted to the
enumeration of the (inclusion-wise) minimal/maximal Red (�,⇢)-dominating sets. The main obstacle is
the definition of a certificate which would give a local characterisation of minimality/maximality.

We did not push further the notion of completion, in particular we do not know for instance which
graphs have chordal completion graphs, and the only proof we are aware of Proposition 7.14 does not tell
us much because it uses the finiteness of the graphs we deal with. It would be interesting to characterise
hypergraph classes for which after applying the completion to their associated co-bipartite graphs DOM-
ENUM becomes tractable.



Chapter 8

Flipping Method in the Graph of Solutions

The most general tool in enumeration algorithm is probably the one based on traversing the graph of solu-
tions. The idea is to define a neighbouring relation between the solutions and then define a way to traverse
it. One can for instance prove that the obtained graph is Hamiltonian, connected or identify a set of solu-
tions and prove that any solution can be reached from that set, this latter raising the following difficulty:
how to enumerate once each solution. We refer to for instance [74, 89, 118] for more information. In this
chapter we present a variant of this technique developed in [78] which we adapted in [75, 77] to show that
DOM-ENUM(chordal bipartite graphs [ unit square graphs) belongs to IncP.

8.1 Flipping Method

Roughly, the flipping method consists in taking an isolated vertex from a minimal dominating set and re-
places it with a maximal independent set from its set of private neighbours. This operation is the neigh-
bouring relation of the graph of solutions and the basis set will be the set of maximal independent sets. Let
us now explain it formally and state the main lemma implicitly proved in [78].

Let G := (V , E ) be a graph and let us assume that its set of vertices is arbitrarily ordered as x1, . . . , xn .
Given a dominating set D 0, we say that the minimal dominating set D is obtained from D 0 by greedy removal
if we initially set D :=D 0, and repeatedly apply the following rule: if D is not minimal, then take the smallest
vertex x in D such that D \x is a dominating set and replace D with D \x . One clearly notices that we never
remove vertices in D 0 that already have a private neighbour.

Let D be a minimal dominating set of G such that G [D ] has at least one edge u v . Then the vertex u 2D
is dominated by the vertex v 2D . Therefore, P (D , u ) 6= ;. Let X be a non-empty (inclusion-wise) maximal
independent set such that X ✓ P (D , u ). Consider the set D 0 := (D \{u})[X . Notice that D 0 is a dominating
set in G , since all vertices of P (D , u ) are dominated by X by the maximality of X and u is dominated by
v , but D 0 is not necessarily minimal, because it can happen that X dominates all the certificates of some
vertex of D \ {u}. We apply greedy removal of vertices to D 0 to obtain a minimal dominating set. Let Z
be the set of vertices that are removed by this to ensure minimality. Observe that X \Z = ; and u /2 Z by
the definition of these sets; in fact there is no edge between a vertex of X and a vertex of Z . Finally, let
D ⇤ := ((D \ {u})[X ) \Z .

It is important to notice that |E (G [D ⇤])| < |E (G [D ])|. Indeed, to construct D ⇤, we remove the endpoint
u of the edge u v 2 E (G [D ]) and, therefore, reduce the number of edges. Then we add X , but these vertices
form an independent set in G and, because they are privates for u with respect to D , they are not adjacent
to any vertex of D \ {u}. Therefore, |E (G [D ⇤])| |E (G [D 0])|< |E (G [D ])|.

The flipping operation is exactly the reverse of how we generated D ⇤ from D , i.e., it replaces a non-empty
independent set X in G [D ⇤] such that X ✓ G [D ⇤]\NG (u ) for a vertex u /2 D ⇤ with their neighbour u in G
to obtain D . In particular, we are interested in all minimal dominating sets D that can be generated from
D ⇤ in this way. Given D and D ⇤ as defined above, we say that D ⇤ is a parent of D with respect to flipping u
and X . We say that D ⇤ is a parent of D if there is a vertex u 2 V and an independent set X ✓ NG (u ) such
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that D ⇤ is a parent with respect to flipping u and X . It is important to note that each minimal dominating
set D such that E (G [D ]) 6= ; has a unique parent with respect to flipping of any u 2D \NG [D \ {u}] and a
maximal independent set X ✓ P (D , u ), as Z is lexicographically selected by a greedy algorithm. Similarly,
we say that D is a child of D ⇤ (with respect to flipping u and X ) if D ⇤ is the parent of D (with respect to
flipping u and X ). The proof of the following lemma is implicit in [78].

Lemma 8.1 ([78]). Suppose that for a graph G , all independent sets X ✓ NG (u ) for a vertex u can be enu-
merated in polynomial time. Suppose also that there is an enumeration algorithm A that, given a minimal
dominating set D ⇤ of a graph G such that G [D ⇤] has an isolated vertex, a vertex u 2VG \D ⇤ and a non-empty
independent set X of G [D ⇤] such that X ✓D ⇤ \NG (u ), generates with polynomial delay a family of minimal
dominating sets D with the property that D contains all minimal dominating sets D that are children of D ⇤
with respect to flipping u and X . Then all minimal dominating sets of G can be enumerated in incremental
polynomial time.

In the next two sections, we will show that there is indeed an algorithm as algorithm A described in the
statement of Lemma 8.1 when the input graph G is a chordal bipartite or unit square graph.

8.2 Chordal Bipartite Graphs

Let G := (V1, V2, E ) be a chordal bipartite graph and let us colour the vertices in V1 in red and the vertices in
V2 in blue. The following, of independent interest, is used in the construction of A as required by Lemma
8.1.

Proposition 8.2 ([77]). All minimal Red dominating sets of G can be enumerated with delay O (n ·
min{m log n , n 2}).

As a corollary, we can indeed enumerate with polynomial delay all the minimal total dominating sets of
G since if D is a minimal total dominating set, then D \V1 is a minimal Red dominating set and D \V2 is a
minimal Blue dominating set.

Corollary 8.3 ([77]). All minimal total dominating sets of G can be enumerated with delay O (n ·
min{m log n , n 2}).

Let us now explain the algorithm A as required by Lemma 8.1. Let v 2D . First of all, we should output
D = ; and stop if there is x 2NG (v ) such that NG (x ) = {v }, because in this case one can see that D ⇤ has no
child. Assume from now on that this is not the case and let u 2NG (v )\ (VG \D ⇤).

Let R ✓ (NG (u )\{v })\D ⇤ be the set of all vertices x 2 (NG (u )\{v })\D ⇤ such that x 2 P (D ⇤, x ), i.e., these
vertices are not dominated by other vertices of D ⇤. Denote by B the set of all vertices y 2NG (R [ {v }) \ {u}
such that NG (y )\D ⇤ ✓R [{v }. Observe that by the definition of R , B \D ⇤ = ;. Notice also that R and B are
subsets of distinct sets of the bipartition of G . Without loss of generality we assume that R ✓ V1 and B ✓ V2.
Let R 0 = NG (B ) \ {v }. Clearly, R ✓ R 0 ✓ V1. Consider the red-blue bipartite graph F = G [R 0 [ B ], where R 0
and B are the sets of red and blue vertices respectively. Using Proposition 8.2 we enumerate all minimal
Red dominating sets of F .

For each minimal red dominating set X of F , we consider the (not necessarily minimal) dominating set
D 0 = (D ⇤ \ (R [ {v }))[ (X [ {u}) of G . We apply greedy removal of vertices to obtain a minimal dominating
set D from D 0, and output D .

Denote by D the collection of generated sets. The set D can be of course enumerated with delay O (n 3).
We proved in [77] that all elements of D are pairwise distinct and contains all children of D ⇤ with respect to
flipping u and R , yielding the following.

Theorem 8.4 ([77]). DOM-ENUM(chordal bipartite graphs) is in IncP.



8. Flipping Method in the Graph of Solutions 40

8.3 Unit Square Graphs

Let G := (V , E ) be a unit square graph. In order to prove the existence of the algorithm A as required by
Lemma 8.1, we first proved the following which says that unit square graphs have locally polynomially linear
bounded neighbourhood.

Proposition 8.5 ([75]). For every positive integer r and every vertex u of G , there is a linear layout of N r
G [u ]

of neighG 0-width at most n r 2
with G 0 :=G [N r

G [u ]]. Moreover, if a realization f : V !Q2 of G is given, then a
linear layout of the vertices of neighG 0-width at most O (n r 2 ) can be constructed in polynomial time.

What follows is valid for any graph that has locally polynomially linear bounded neighbourhood and also
satisfies that we can enumerate the independent sets on the neighbourhood of a vertex in polynomial time.
Indeed, we showed that we can construct A by a reduction to the enumeration of minimal Red dominating
sets in an auxiliary coloured induced subgraph of G [N 3

G [u ]].
Let D ⇤ be a minimal dominating set of G such that G [D ⇤] has an isolated vertex. Let also u 2VG \D ⇤ and

X is a non-empty independent set of G [D ⇤] such that X ✓D ⇤ \NG (u ). Consider the set D 0 := (D \X )[ {u}.
Denote by Blue the set of vertices that are not dominated by D 0. Notice that Blue✓NG (X )\NG [u ]. Therefore,
Blue ✓ N 2

G [u ]. Let Red := NG (Blue) \NG [X ]. Clearly, Red ✓ N 3
G [u ]. We construct the coloured graph H :=

G [Red[Blue]. Let A0 be an algorithm that enumerates minimal Red dominating sets in H . Assume that if
Blue= ;, then A0 returns ; as the unique Red dominating set. We constructed A as follows.

Step 1. If A0 returns an empty list of sets, then A returns an empty list as well.

Step 2. For each Red dominating set R of H , consider D 00 :=D 0 [R and construct a minimal dominating set
D from D 00 by greedy removal.

We again proved in [75] thatA generates all minimal dominating sets that are children of D ⇤with respect
to flippping u and X , which proves the following.

Theorem 8.6 ([75]). DOM-ENUM(unit square graphs) is in IncP.

8.4 Concluding Remarks

We used the flipping method developed in [78] in order to show that DOM-ENUM(chordal bipartite graphs
[ unit square graphs) is in IncP. The flipping method seems to be a nice tool, but we need to transform
it into a polynomial space or even a polynomial delay algorithm. For that purposes we can try the reverse
search algorithm [5] that was used in the past to get a polynomial space or a polynomial delay algorithm
[5, 107, 126], that we explain in the next lines.

Assume we want to enumerate all the elements of a set Z that is a subset of an implicitly given set X .
Assume that we have a polynomial time computable function P : X ! X [ {ni l }. For each X 2 X , P (X ) is
called the parent of X , and the elements Y such that P (Y ) = X are called the children of X . The parent-
child relation of P is acyclic if any X 2 X is not a proper ancestor of itself, that is, it always holds that
X 6= P (P (· · ·P (X )) · · · ). We say that an acyclic parent-child relation is irredundant when any X 2 X has a
descendant in Z , in the parent-child relation. The depth of an acyclic parent-child relation P is the size of
the longest chain between ni l and an element of Z . Examples of irredundant parent-child relations can be
found in the literature [5, 148, 118]. The following statements are well-known in the literature.

Proposition 8.7. All elements in Z can be enumerated with polynomial space if there is a polynomial depth
acyclic parent-child relation P : X !X [ {ni l } such that there is a polynomial space algorithm for enumer-
ating all the children of each X 2X [ {ni l }.
Proposition 8.8. All elements in Z can be enumerated with polynomial delay and polynomial space if there
is a polynomial depth irredundant parent-child relation P : X ! X [ {ni l } such that there is a polynomial
delay polynomial space algorithm for enumerating all the children of each X 2X [ {ni l }.



8.4. Concluding Remarks 41

Algorithm ReverseSearch(X )
1. if X 2Z then output X
2. for each child Y of X call ReverseSearch(Y )

Figure 8.1: Reverse Search Algorithm.

With an acyclic (resp., irredundant) parent-child relation P : X !X [ {ni l }, Algorithm 8.1 enumerates
all the elements in Z , with polynomial space (resp., with polynomial delay and polynomial space).

Can we use this technique to turn the flipping method into a polynomial space, polynomial delay algo-
rithm? at least in the considered cases?



Chapter 9

Berge’s Algorithm

Berge’s algorithm [7] is one of the classical algorithms for enumerating minimal transversals in hypergraphs
and several versions have been used in the past to show that TRANS-ENUM is tractable in some special
classes of hypergraphs. In this chapter we present the variant given in [100] which enabled us to prove
that the enumeration of minimal edge dominating sets in graphs is in DelayP. It is worth noticing that
the problem was known to be in IncP since we showed in [96] that closed neighbourhood hypergraphs of
line graphs are 6-conformal, but an independent proof was also given by Golovach et al. in [78] by using
the flipping method. We also point out that there is no known tool to prove that an enumeration problem
does not admit a polynomial delay algorithm, while there exist tools for proving that it does not admit an
output or incremental polynomial time algorithm. Therefore, it is interesting to identify problems where a
polynomial delay algorithm is known, even though the delay may be of no practical interest.

9.1 Berge’s Algorithm

Let H := (V ,F ) be a hypergraph and let us enumerate the hyperedges of H as F1, . . . , Fm . For every 1 i m ,
let Hi be the hypergraph with hyperedges {F1, . . . , Fi }. Berge’s algorithm consists in computing t r (Hi ) from
t r (Hi�1) for each 2 i m and this can be clearly done in time polynomial from t r (Hi�1). Berge’s algorithm
is not output polynomial because at some intermediate step i the set t r (Hi ) can be much larger than the
set t r (H) and indeed it is proved that there exist hypergraphs for which Berge’s algorithm is not output
polynomial for any ordering of their hyperedges [151]. Moreover, Berge’s algorithm is not polynomial space,
but this can be remedied. Berge’s algorithm follows a tree of height m and the nodes at level i corresponds
to t r (Hi ). Now, instead of performing a Breadth-First Search (BFS for short) of this tree, one can traverse the
tree in a Depth-First Search (DFS for short) manner, which allows a polynomial space. For that purposes,
one defines the following parent-child relation. For i > 1 and T 2 t r (Hi ), we define the parent Q 0(T , i ) of T
as follows

Q 0(T , i ) :=

®
T if T 2 t r (Hi�1),
T \ {v } if v is such that PHi

(T , v ) = {Fi }.
We can observe that T 62 t r (Hi�1) if and only if PHi

(T , v ) = {Fi } holds for some v 2 T , thus the parent is
well defined and is always in t r (Hi�1) [107, 126]. One can moreover compute the parent of any T 2 t r (Hi )
in time polynomial in kHk and since a child is obtained by adding at most one vertex, then the children of
any T 2 t r (Hi ) can be also listed in polynomial time. The tree induced by the parent-child relation spans all
the members of

S
1im

t r (Hi ), and since the parent-child relation Q 0 is acyclic the reverse-search algorithm

(see Algorithm 8.1) can be used to enumerate all the minimal transversals of hypergraphs with polynomial
space. However, Q 0 is not irredundant and then does not guarantee a polynomial delay neither an output
polynomiality. Indeed, we can expect that the size of t r (Hi ) increases as i increases, and it can be observed
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in practice [126]. But, t r (Hi ) can be exponentially larger than t r (H), thus Berge’s algorithm is not output
polynomial [151] in general.

One idea to avoid the lack of irredundancy is to certify the existence of minimal transversals in the de-
scendants. Suppose that we choose some levels 1= l1, . . . , lk =m of Berge’s algorithm, and state that for any
T 2 t r (Hl j

), we have at least one descendant in t r (Hl j+1
). This implies that any transversal in t r (Hl j

) has a
descendant in t r (H), thus we can have an irredundant parent-child relation by looking only at these levels,
and the enumeration can be polynomial delay and uses polynomial space. We adapted this idea in the case
of minimal edge dominating sets.

9.2 Enumeration of Minimal Edge Dominating Sets

Let G := (V , E ) be from now on a fixed graph. For a vertex x , we denote by eN (x ) the set of edges incident to
x . For every edge x y , we denote by N [x y ] the set eN (x )[ eN (y ). For E 0 ✓ E , we let H(E 0) be the hypergraph
(E ,{N [e ] | e 2 E 0}). An edge dominating set in a graph G is a subset D of EG such that any edge is either in
D or is adjacent to some edge in D . In other words, D is an edge dominating set if for every edge e of G , we
have N [e ]\D 6= ;. We are interested in enumerating the set of (inclusion-wise) minimal edge dominating
sets in G , which by definition corresponds to t r (H(E )). By abuse of notation we will write f 2 PH(E 0)(T , e )
instead of N [ f ] 2 PH(E 0)(T , e ).

Let {b1, . . . , bk } be a maximal matching of G , and let bi = xi yi . For each 0  i  k , let Vi := V \
✓S

i 0>i
bi 0

◆
,

and let Ei := {e | e ✓ Vi }). Let Bi := Ei \ Ei�1 for i > 1. Note that any edge in E1 is adjacent to b1 and by
definition Bi never includes an edge bj 6= bi . Without loss of generality, we here assume that we have taken
a linear ordering  on the edges of G so that: (1) for each e 2 Bi and each f 2 Ei�1 we have f < e , (2) for
each e 2 eN (xi )\Bi , each f 2 eN (yi )\Bi we have bi < e < f . Observe that with that ordering we have e < f
whenever e 2 Bi and f 2 Bj with i < j . We consider that Berge’s algorithm on H(E ) follows that ordering.
In fact we will prove using Berge’s algorithm that we can define an irredundant parent-child relation to
enumerate t r (H(Ei )) from t r (H(Ei�1)).

Lemma 9.1 ([100]). Let 1 i < k and T 2 t r (H(Ei�1)). Then T [ {bi } 2 t r (H(Ei )) and is a descendant of T .

Given T 2 t r (H(Ei )), we define the skip-parent Q (T , i ) of T as Q 0(Q 0(· · · (T , |Ei |), |Ei |� 1), · · · , |Ei�1|+ 1)
which corresponds to the ancestor of T in t r (H(Ei�1)). The goal now is to show that one can enumerate the
skip-children with polynomial delay and use polynomial space.

Let T be in t r (H(Ei�1)) and T 0 2 t r (H(Ei )) a skip-child of T . First notice that every edge in T 0\T can have
a private neighbour only in Bi . Indeed every edge in Ei�1 is already dominated by T and an edge in T 0 \T
is only used to dominate an edge in Bi . Moreover, an edge e 6= bi in eN (xi )\ (T 0 \T ) (resp. in eN (yi )\ (T 0 \T ))
can only have private neighbours in eN (xi )\Bi (resp. eN (yi )\Bi ). Also, if bi 2 T 0 \T then T 0 \T = {bi }. From
this one can enumerate with polynomial delay and polynomial space all skip-children T 0 of T such that
T 0 \T ✓ Bi .

We now consider the remaining case that an edge in T 0 \ T is not adjacent to bi . We call such a skip-
child extra. We can see that at least one edge f 6= bi adjacent to bi has to be included in T 0 to dominate bi .
Actually, since bi < e for any e 2 Bi \{bi }, any extra skip-child of T is a descendant (w.r.t. Berge’s algorithm)
of some T [ { f } with f 6= bi incident to xi or yi in the original parent-child relation. So, without loss of
generality, we will assume that such an edge f 6= bi is incident to xi and is included in T . Hereafter, we
suppose that N (yi ) := {z1, . . . , zk } and assume T 0 is an extra skip-child of T .

A vertex zh 2N (yi )\Vi is free if it is not incident to an edge in T , and is non-free otherwise. A free vertex
is said to be isolated if it is not incident to an edge in Ei�1. Clearly, if there is an isolated free vertex, then
T has no extra skip-child. Thus, we assume that there is no isolated free vertex. Edges in Ei \ Bi that are
incident to some free vertices are called border edges. Observe that any border edge v zh incident to a free
vertex zh is adjacent to an edge v w 2 T if v 2Vi�1. The set of border edges is denoted by B d (T , i ). Note that
no edge in B d (T , i ) is incident to two free vertices, otherwise the edge is in Ei�1 but not dominated by T ,
and then any border edge is incident to exactly one free vertex. We can see that an edge of Bi incident to yi

is not dominated by T if and only if it is incident to a free vertex, and any edge in T 0 \T that is not incident
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to xi is a border edge. Then, for any border edge set Z ✓ B d (T , i ), T [Z 2 t r (H(Ei )) only if each free vertex
has a border edge e 2 Z incident to it. Since any border edge is incident to exactly one free vertex, for any
Z ✓ B d (T , i ) such that T [Z is irredundant and for any edge v zh 2 Z with free vertex zh , PH(Ei )(T [Z , e ) is
always {v zh}. This implies that T [Z is in t r (H(Ei )) only if Z ✓ B d (T , i ) includes exactly one edge incident
to each free vertex. We call such an edge set Z a selection. It is clear therefore that T [Z 2 t r (H(Ei )) with
Z \T = ; only if Z is a selection. One can hope a characterisation of selections Z such that T [Z 2 t r (H(Ei )),
but, checking whether there is such a selection Z is N P -complete.

Theorem 9.2 ([100]). Given T 2 t r (H(Ei�1)), it is N P -complete to check whether there is a selection Z such
that T [Z 2 t r (H(Ei )).

In order to overcome this difficulty, we identified a pattern, that we called an H -pattern, that makes the
problem difficult. A vertex set {z`, v`, z j , vj } is an H -pattern if z` and z j are free vertices, v`vj is in T , and
v`vj has two non-border private neighbours in Ei�1 \T : one is adjacent to v` and the other to vj . We also
say that the edges z`v`, z j vj and v`vj induces an H -pattern.

zl zj

vl

y

vj

zl zj

vl

y

vj

Figure 9.1: Examples of H -patterns.

H -patterns are illustrated in Figure 9.1. We will see that the N P -completeness comes from the presence
of H -patterns. Indeed, for an H -pattern {z`, v`, z j , vj }, any private neighbour of v`vj is adjacent to either
z`v` or to z j vj , thus we cannot add both to a selection Z since in that case PH(Ei )(T [Z , v`vj )will be empty.

An edge e 2 T is called redundant if all edges in PH(Ei�1)(T , e ) are border edges and no edge yi zh is in
PH(Ei )(T , e ). Let XT := {e 2 B d (T , i ) | 9e 0 2 T and PH(Ei )(T [ {e }, e 0) ✓ B d (T , i )}. The addition of any edge
e 2 XT to T transforms an edge e 0 of T into a redundant one with respect to T [ {e }. Let HT be the set of
border edges included in an H -pattern.

Lemma 9.3 ([100]). T [ Z 2 t r (H(Ei )) for any selection Z ✓ B d (T , i ) \ (XT [HT ) if and only if T has no
redundant edges.

Lemma 9.3 demonstrate how to construct minimal transversals T ✓ T 0 not intersecting HT , but some
generated may not be extra skip-children of T . Such redundancies happen for example when two edges f1

and f2 in T 0 have private neighbours only in Bi , but after the removal of either one from T 0, the other will
have a private neighbour outside Bi . Assuming in this case that f1 2 T and f2 2 T 0\T , it holds that T 0 can be
generated from T or from (T \{ f1})[{ f2}. And since the number of selections Z such that T [Z 2 t r (H(Ei ))
can be arbitrarily large, we need to avoid such redundancies. To address this issue, we characterise the
edges not to be added to selections Z such that T [Z is an extra skip-child of T .

We say that a border edge v z` is preceding if there is an edge v zh in T satisfying PH(Ei�1)(T , v zh )✓N [v z`]
and yi z` < yi zh , and denote the set of preceding edges by X 0T . We also say that an edge v zh 2 T is fail if
PH(Ei�1)(T , v zh )✓ B d (T , i ), yi zh is in PH(Ei )(T , v zh ), and no edge w z` 2 PH(Ei�1)(T , v zh ) satisfies yi zh < yi z`.

Lemma 9.4 ([100]). Suppose that T has neither redundant edges nor fail edges and any free vertex is incident
to an edge in B d (T , i ). Then, T [Z with T \Z = ; is an extra skip-child of T including no edge of HT if and
only if Z is a selection including no edge of XT [X 0T [HT .



With Lemma 9.4 one can enumerate with polynomial delay and polynomial space all the extra skip-
children of T not intersecting HT . Since, it is hard to enumerate, from T , all the extra skip-children of T
intersecting HT , we will define another parent-child relation which will help in listing the extra skip-children
intersecting HT .

For two sets S and S 0 of edges we say that S is lexicographically smallest than S 0 if min(S�S 0) 2 S .
Hereafter, we consider an extra skip-child T 0 = T [ Z of T 2 t r (H(Ei�1)) such that T 0 \ HT 6= ;. Let
H ⇤(T 0) := {vh zh , v`z`, vh v`} be the lexicographically minimum H -pattern among all H -patterns of T that
includes an edge of Z . Without loss of generality, we assume that v`z` is in Z . Let u zh be the edge in Z
incident to zh . Notice that such an edge exists because zh is a free vertex. Then, we define the slide-parent
of T 0 by T 0 [ {vh zh} \ {u zh , vh v`}.
Lemma 9.5 ([100]). The slide-parent of T 0 is well-defined and is a member of t r (H(Ei )).

The slide-parent of T 0 has less edges than T 0, thus the (slide-parent)-(slide-child) relationship is acyclic,
and for each T 0 2 t r (H(Ei )), there is an ancestor T 00 2 t r (H(Ei )) in the (slide-parent)-(slide-child) relation
such that the slide-parent of T 00 has no H -pattern, which means that by following the (slide-parent)-(slide-
child) relation one can enumerate all the extra skip-children of T intersecting HT . Further, any slide-child
is obtained from its slide-parent by adding two edges and removing one edge, and then the slide-children of
any T 2 t r (H(Ei )) can be enumerated with polynomial delay and polynomial space with the reverse-search
algorithm.

By combining all these steps, we can state the following.

Theorem 9.6 ([100]). All edge minimal dominating sets in a graph G can be enumerated with polynomial
delay and polynomial space.

9.3 Concluding Remarks

We modified the traversal tree from Berge’s algorithm so that we can ensure that any intermediate solution
will give rise to a final solution, overcoming the main drawback of Berge’s algorithm. However, with this
new traversal we faced a difficult problem which consists in listing solutions intersecting H -patterns. To
cope with the enumeration of these difficult problems we proposed a new parent-child relation that is to-
tally independent from Berge’s traversal route (the (slide-parent)-(slide-child) relation). How can we adapt
this new idea to other enumeration problems? Interesting future works are applications of this idea to other
kind of enumeration algorithms, e.g., the one used by Lawler et al. for enumerating maximal subsets [114]
or other algorithms for enumerating minimal transversals (see for instance [56] or the flipping method in-
troduced in Chapter 8). It would be also interesting to apply this technique for DOM-ENUM in other graph
classes, e.g., some subclasses of claw-free graphs or weakly chordal graphs.



Chapter 10

Conclusion and Perspectives

10.1 (Linear) Rank-Width

We extended the notion of rank-width to edge-coloured graphs and were able to generalise all the results
known in the case of undirected graphs. The main objectives in this research line are (1) to prove that
�-symmetric graphs are well-quasi-ordered by pivot-minor, and (2) to test in polynomial time whether
a fixed �-symmetric graph H is a pivot-minor of a given �-symmetric graph G . Both objectives are inti-
mately related and are in the near future unreachable as the only techniques to tackle them are to mimic
Robertson and Seymour’s proof. Indeed, following Robertson and Seymour, and also Geelen, Gerards and
Whittle, in order to answer these questions we need to understand the structure of graphs that do not con-
tain a fixed graph H as a pivot-minor. But for these we lack several interesting properties, in particular
graph/matroid minors have a local counterpart, while pivot-minor does not seem to have any such local
property, except that we know if H is a pivot-minor of G , then AH can be obtained from AG by applying a
principal pivot transform once. So, understanding graphs without a fixed graph H as a pivot-minor turns
out to be equivalent to understanding matrices without some fixed principal minor in their equivalence
class (w.r.t. principal pivot transform), i.e., we go back to representable 4-matroids. The study of repre-
sentable4-matroids were initiated by Bouchet and not so much is done since, and we now probably need
to think in terms of linear algebra (which is confirmed by the results on the well-quasi-ordering of graphs
of bounded rank-width), instead of only in terms of structure of graphs.

In parallel, we started to study the structure of graphs of bounded linear rank-width, and in particular
the question whether trees are pivot-minor obstructions for bounded linear rank-width. Unfortunately, the
question is still wide open as we even do not know whether graphs excluding a fixed path as a vertex/pivot-
minor have bounded linear rank-width. We aim at looking again at this question by studying4-matroids
as we consider trees (or distance-hereditary graphs) as a basis case for studying graphs excluding a fixed
(circle) graph as a pivot-minor.

We also looked at the sizes of obstructions for linear rank-width and in collaboration with O-J. Kwon we
published in arxiv [93] a manuscript giving a doubly exponential upper bound on the sizes of pivot-minor
obstructions. Unfortunately, there is a flaw in the proof that we still fail to correct. If the result turns out to
be true this would give also a doubly exponential upper bound on the sizes of matroid minor obstructions
for matroid path-width. We conjecture that the bound given in the manuscript is true, and we will be able
in the short term to correct the proof or conclude that the proof technique in that manuscript is hopeless.

The techniques we used to study the linear rank-width of distance-hereditary graphs seem to be appli-
cable to graphs such that each induced prime graph has bounded linear rank-width. A recursive character-
isation of graphs of linear rank-width k for graphs of bounded rank-width is unlikely to be obtained, except
probably for graphs of rank-width 2 (to our knowledge no such characterisation exists for the path-width of
graphs of bounded tree-width). However, we conjecture that one can compute in polynomial time the linear
rank-width of graphs of bounded rank-width. One way of doing it is to propose, as in [10], a f (`) ·2O (k ) ·n O (1)
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time algorithm for checking whether a given graph of rank-width ` has linear rank-width at most k . Then,
since a graph of rank-width ` has linear rank-width at most ` · l o g (n ), it suffices to call that algorithm for
all k  ` · log(n ), to obtain an O (n `) time algorithm (and that is roughly the only known algorithm for the
computation of the path-width of graphs of bounded tree-width [10]).

Another research line that we did not investigate is the (L)RW( k ) VERTEX-DELETION problem which
asks whether we can remove at most ` vertices to obtain a graph of (linear) rank-width at most k . We know
from the two papers [30, 41] that it is FPT parametrised by k+`. However, as it is based on the meta-theorem
in [30] the constant is as usual too gigantic and one would want to obtain a reasonable one, say a single ex-
ponential. We investigated in [92] the LRW( 1) VERTEX-DELETION and obtained a single exponential FPT
algorithm and a polynomial kernel. We aim at pursuing this question. Right now the techniques in [92] are
unlikely to be extendable since big cycles were the main obstacles to deal with in [92]. Maybe the protru-
sion technique [109] can be adapted to our situation (at least the definitions have natural counterparts),
but rank-width is radically different from tree-width as for instance we do not know whether excluding a
bipartite circle graph as a vertex-minor yields a bounded rank-width (excluding a planar graph was crucial
in [109]). Restricting first to circle or line graphs, as toy cases of course, is probably the right thing to do and
then look at the finitely representable matroids which admit more desirable properties.

10.2 Enumeration

For the enumeration of minimal dominating sets we acquired a lot of experience in techniques and their
combinations. We proved that TRANS-ENUM, TDOM-ENUM and DOM-ENUM are DelayP-equivalent and
from [122]we know also that it is the case for the enumeration of d -dominating sets. It would be interesting
to have a dichotomy or trichotomy theorem for the enumeration of (�,⇢)-dominating sets, i.e., for which
pairs (�,⇢) do we have TRANS-ENUM DelayP-equivalent to DOM-ENUM? for which pairs (�,⇢) do we have
the associated enumeration in TotalP?

We also know that DOM-ENUM (co-bipartite graphs) is DelayP-equivalent to DOM-ENUM and for many
graph classes C we now know that DOM-ENUM (C) is in TotalP. It would be interesting to identify other graph
classes (incomparable to co-bipartite graphs) that are equivalent to DOM-ENUM. As DOM-ENUM (chordal
graphs) is in DelayP and DOM-ENUM (graphs with girth � 7) is in IncP, we know that the presence of short
cycles makes the problem difficult. Because co-bipartite graphs are C5-free, a first step consists maybe in
clarifying the complexity status for graphs with girth 5 and 6.

The best algorithm for DOM-ENUM is the quasi-polynomial time algorithm for TRANS-ENUM. The re-
duction from TRANS-ENUM to DOM-ENUM would be more valuable if, failing at proving that DOM-ENUM

is in TotalP, we can use it to give a better algorithm than the Khachiyan and Fredman’s one. There are at
least two ways of doing so: either study carefully the structure of minimal dominating sets in co-bipartite
graphs and use it to derive a better algorithm, or find other graph classes that are better structured than
co-bipartite graphs. In both cases we will gain in understanding the problem. The possibility that DOM-
ENUM is not in TotalP (under some complexity hypothesis) should be also considered as it has been open
for a while. However, notice that if such a case is to be considered, we must consider at least hypothesis like
ETH or SETH. Is it reasonable to consider DOM-ENUM as a complete problem in a complexity class (to be
defined)?

The links between FPT theory and enumeration are not yet (enough) investigated and from [43]we can
consider that we have a strong definition of what a parameterised enumeration is. We have several (hy-
per)graph classes with a natural parameter (bounded degenerate graphs, bounded conformal graphs, etc.)
and such that DOM-ENUM were proved to be in IncP or in DelayP but the exponent of the polynomial de-
pends on the parameter. How can we prove that we cannot have an FPT delay? For instance, we conjecture
that DOM-ENUM(k -degenerate graphs) does not admit an FPT-delay enumeration algorithm, but we need
techniques to answer such questions.

During my PhD in collaboration with B. Courcelle and C. Gavoille [37] we considered the enumera-
tion of the solutions of a First-Order formula in graphs of bounded local clique-width, and we were only



able to give an intermediate solution similar to the one given by Frick [66] for graphs of bounded local
tree-width. Graphs of bounded local clique-width are somehow intriguing for me as while the definition
is well-suited for checking FO formulas (once Courcelle’s theorem and Gaifman’s theorem are known), we
do not know how to decompose them for the enumeration, in particular we do not know how to bound, by
a constant, the neighbourhoods where to look and hence none of Gaifman or Frick’s decomposition of FO
formulas can be used [66] (in [37] the subclass we considered allowed to bound the neighbourhoods to look
into). The game theoretical tools used in [82] to propose an FPT polynomial time algorithm for checking
FO formulas on nowhere dense graphs is different from the others in the spirit and even though I still fail
to understand it deeply I had the impression (informally and with the claim that on bounded expansion an
r -neighbourhood cover of bounded spread can be constructed) that it can be adapted to enumerate/count
the solutions of FO formulas in at least graphs of bounded expansion (a result already proved in [108] by us-
ing one of the numerous decompositions of bounded expansion graphs). How can we adapt the machiner-
ies used in [82, 108] to enumerate solutions of an FO formula in graphs of bounded local clique-width? A
restriction to a subset of FO formulas is may be a first step, e.g., limiting the alternation of quantifiers? the
number of first-order variables? Can we use the notion of fraternal augmentation [127] to show that on
graphs of bounded local clique-width an r -neighbourhood cover of bounded spread can be constructed?

In the Exact Exponential Algorithms community many algorithms are based on giving an upper bound
on the number of possible objects and then prove that we can enumerate the set of objects in the same
time bound (input-sensitive algorithms). For instance, in order to compute the domatic number of a graph
Fomin et al. proposed in [63] an input-sensitive algorithm for enumerating minimal dominating sets which
gives an upper bound of 1.7159n (surprisingly this bound is the best known so far and the best lower bound
is 15

6
n

). Such bounds are usually obtained by a fine analysis of branch&reduce algorithms. When we have
a tight bound on a number of objects and dispose at the same time of an output polynomial algorithm for
enumerating them, then this algorithm can be used as a black box as we know an upper bound on the run-
ning time, and this is commonly used in several Exact (Exponential) Algorithms [64]. It is then natural to
think about the links between the two communities, and our freshly funded grant GRAPHEN by ANR1 aims
at considering such links. For instance, the polynomial delay algorithm for DOM-ENUM(interval graphs)
given in [98] was used in [76] to give a tight bound on the number of minimal dominating sets in interval
graphs, and the linear delay algorithm given in Section 6.1 for DOM-ENUM(split graphs) were more or less
used in [42] to also give a tight upper bound on the number of minimal dominating sets in split graphs.
What do all such algorithms have in common? Can we identify techniques in the enumeration commu-
nity to propose input-sensitive algorithms giving tight bounds? And vice-versa? It is worth noticing that
Ruskey discusses in [145, Page 98] the common way to transform dynamic programming algorithms into
enumeration algorithms which consists in analysing the recursive procedures and writes recurrences. Such
recursive enumeration algorithms are likely to give tight bounds whenever the recurrences are accurate (a
toy example is a recurrence relation for the set of minimal dominating sets in co-graphs using the co-tree,
which also gives the tight bound for co-graphs). The most challenging objects are probably the minimal
dominating sets as we do not have neither a tight bound nor an output polynomial algorithm, and the min-
imal feedback vertex sets as we know an output polynomial algorithm but a tight bound is not known and
the current techniques seem to be not sufficient.

We know that once we can count exactly, then the enumeration is easy. However, counting is much
more difficult than enumeration as for instance we can enumerate “easily” matchings, but the counting is
#P-complete. In collaboration with T. Uno (in preparation) we proved that in almost all situations (where
the enumeration is known to be output-polynomial), counting the number of minimal dominating sets is
also #P-complete. However, for some counting problems we know how to (randomly) count within an "
(see for instance [62, 67, 149]), and one natural question is whether such an approximation counting can
be turned into an enumeration algorithm (usually such a counting algorithm can be turned into a good
sampling algorithm [62]). What about also enumerating (or counting) the set of "-minimal sets, i.e., those
sets X such that a minimal one can be obtained after deleting at most "|X | vertices?

1The GRAPHEN project funded by the National Agency for Research (ANR), deals with enumeration algorithms for objects in (hy-
per)graphs from input and output-sensitive views, and the members are people from Orleans, Metz, Bordeaux and Clermont-Ferrand.
It is leaded by D. Kratsch and I am the local coordinator in Clermont-Ferrand.



10.3 Links with Lattice Theory

For the last three years I have been also interested in convexity spaces, particularly those arising from paths
in graphs. A convexity space on a ground set V is a subset of 2V that is closed under intersection, and its
elements are called convex sets. Over the last years path convexities, i.e., those arising from paths in graphs
[137] have been studied and people have been mostly interested in computing parameters like the Helly
number, the Radon number, the hull number, the rank, etc. In collaboration with L. Nourine we gave in
[102] a polynomial time algorithm for computing a minimum hull set in chordal graphs by using tools from
database theory, a question open since the introduction of the notion of hull number by Farber and Jamison
in 1986 [59]. We also initiated a collaboration with J.L. Szwarcfiter on the rank of the geodetic convexity [105].

We think that the links between structural graph theory and lattice theory have not been (to our knowl-
edge) enough investigated and lattice theory can be maybe used to explain why some parameters are easy
to compute. For instance, I am not aware of any paper using the fact that tree-width can be characterised
in terms of a specific lattice (the lattice of completions into a chordal graph), and this deserves to be inves-
tigated. For instance, there is a closed link between lattice theory and coding theory, the latter being closely
related to matroid theory. In the near future we are considering looking at graph problems using lattice the-
ory, in particular how can we take advantage of the lattice of bicliques (or neighbourhoods) for covering and
partitionning problems? I will advise in collaboration with L. Nourine a PhD thesis (an MENRT funding and
starting next 10/01/2015) and the objective is to consider such questions using matrix decompositions.
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