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Abstract

The inf-sup condition, also called the Ladyzhenskaya–Babuška–Brezzi (LBB) condition, ensures
the well-posedness of a saddle point problem, relative to a partial differential equation. Discretization
by the finite element method gives the discrete problem which must satisfy the discrete inf-sup
condition. But, depending on the choice of finite elements, the discrete condition may fail. This
paper attempts to explain why it fails from an engineer’s perspective, and reviews current methods
to work around this failure. The last part recalls the mathematical bases.
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Part I

Introduction

1 The inf-sup condition, what is that ?

1.1 The constrained problem under concern

Let (V, (·, ·)V ) be a Hilbert space and (Q, ||.||Q) be a Banach space. Let V ′ = L(V ;R) and Q′ =
L(Q;R) be the associated dual spaces (spaces of the linear continuous forms). Let f ∈ V ′ and g ∈ Q′ be
linear continuous forms, and let a(·, ·) : V × V → R and b(·, ·) : V ×Q→ R be bilinear continuous forms.

The problem under concern is: Find (u, p) ∈ V ×Q s.t.
{

a(u, v) + b(v, p) = 〈f, v〉V ′,V , ∀v ∈ V,

b(u, q) = 〈g, q〉Q′,Q, ∀q ∈ Q.
(1.1)

E.g., with Ω an open regular bounded set in R
n and L2

0(Ω) ≃ L2(Ω)/R (that is the space of L2 functions
defined up to a constant), find (~u, p) ∈ H1

0 (Ω)
n × L2

0(Ω) s.t.
{

(grad~u, grad~v)L2 − (p, div~v)L2 = 〈~f,~v〉H−1,H1
0
, ∀~v ∈ H1

0 (Ω)
n

− (div~u, q)L2 = 0, ∀q ∈ L2
0(Ω).

(1.2)

Let A ∈ L(V ;V ′), B ∈ L(V ;Q′) and Bt ∈ L(Q, V ′) be the associated linear continuous mapping
(bounded operators) given by

〈Au, v〉V ′,V = a(u, v), 〈Bv, p〉Q′,Q = b(v, p) = 〈Btp, v〉V ′,V . (1.3)

Then (1.1) also reads {
Au +Btp = f ∈ V ′,

Bu = g ∈ Q′,
(1.4)

the equation Bu = g being the constraint. E.g., find (~u, p) ∈ H1
0 (Ω)

n × L2
0(Ω) s.t.

{
−∆~u+ ~gradp = ~f,

div~u = 0.
(1.5)

1.2 The control on p to get a well-posed problem, and inf-sup

The simplest numerical finite element simulations show non admissible results for p (the pressure)
in (1.2). And p being only present in (1.2)1, we need to study Bt, cf. (1.4). The needed result will be the
closure of Im(Bt) in V ′: In that case the open mapping theorem gives the control on p thanks to:

∃β > 0, ∀p ∈ Q, ||Btp||V ′ ≥ β||p||Q/Ker(Bt), (1.6)

also written as the “inf-sup condition”: ∃β > 0, inf
p∈Q

sup
v∈V

|b(v, p)|
||v||V ||p||Q/Ker(Bt)

≥ β, since ||Btp||V ′ =

supv∈V
|〈Btp,v〉V ′,V |

||v||V = supv∈V
|b(v,p)|
||v||V .

E.g. for (1.2), with Bt = ~grad : L2
0(Ω) → H−1(Ω)

n
, we have Im(Bt) closed in H−1(Ω)

n
(this is “the”

difficult theorem to establish, see next §), thus

∃β > 0, ∀p ∈ L2(Ω), || ~gradp||H−1 ≥ β||p||L2
0
. (1.7)

Which can be written as the “inf-sup condition”: ∃β > 0, inf
p∈L2(Ω)

sup
v∈H1

0 (Ω)n

|(div~v, p)L2 |
||v||H1

0
||p||L2

0

≥ β.

And we get the theorem: The problem (1.2) is well-posed, that is, the solution (u, p) exists, is unique,
and depends continuously on f and g. See (12.14).

Remark: Thanks to the closed range theorem 11.2, the closure of Im(Bt) is equivalent to the closure
of Im(B) (under usual hypotheses). This result is needed to get the existence of u.
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1.3 The loss of control on p for the discrete problem

Let Vh ⊂ V and Qh ⊂ Q be finite dimensional subspaces (conform finite elements to simplify). The
discretization of (1.1) (for computation purposes) reads: Find (uh, ph) ∈ Vh ×Qh s.t.

{
a(uh, vh) + b(vh, ph) = 〈f, vh〉V ′,V , ∀vh ∈ Vh,

b(uh, qh) = 〈g, qh〉Q′,Q, ∀qh ∈ Qh.
(1.8)

E.g., with Vh ⊂ H1
0 (Ω)

n
, Qh ⊂ L2

0(Ω), and ~f ∈ L2(Ω)
n
,

{
(grad~uh, grad~vh)L2 − (ph, div~vh)L2 = (~f,~vh)L2 , ∀~vh ∈ Vh,

− (div~uh, qh)L2 = 0, ∀qh ∈ Qh.
(1.9)

The h-discrete inf-sup condition is

∃βh > 0, ∀ph ∈ Qh, ||Bt
hph||V ′ ≥ βh||ph||Qh/Ker(Bt). (1.10)

And βh should satisfy βh > γ is satisfied for some γ > 0: we get the so-called discrete inf-sup condition:

∃γ > 0, ∀h > 0, ∀ph ∈ Qh, ||Bt
hph||V ′ ≥ γ||ph||Qh/Ker(Bt). (1.11)

Fortin [17] gives a general useful method to check if the discrete inf-sup condition is satisfied.
Unfortunately, in many situations the stability condition (1.11) is not satisfied. E.g. P1-continuous

finite elements for both the velocity and pressure.

The associated matrix problem relative to (1.8) reads: Find (Uh, Ph) ∈ R
nV × R

nQ s.t. :
(
[Ah] [Bh]

T

[Bh] 0

)(
[Uh]
[Ph]

)
=

(
[Fh]
[Gh]

)
, (1.12)

[Bh]
T being [Bh] transposed. And if (1.11) is not satisfied then the matrix

(
[Ah] [Bh]

T

[Bh] [0]

)
is non

invertible for some h.

1.4 Where is the problem?

E.g., with (1.9) and continuous P1-continuous finite elements for ~vh and ph we have

b(~vh, ph) = ( ~gradph, ~vh)L2 = (ΠVh
~gradph, ~vh)L2 , (1.13)

with ΠVh
: L2(Ω)

n → Vh the (·, ·)L2 -orthogonal projection on Vh; Here ~gradph is constant by element,
and ΠVh

is the projection on continuous P1 functions.

This projection ΠVh
, as any projection, looses information: Here we would like to consider ~gradph (to

control ph), but (1.13) tell us that only ΠVh
~gradph is taken into account (is computed): Since ~gradph =

ΠVh
~gradph+( ~gradph−ΠVh

~gradph), we have lost ~gradph−ΠVh
~gradph. And, e.g. with P1-continuous finite

elements for ~vh and ph, if nothing is done then the computation fails to give a good result (and it get
worse as h→ 0).

To recover a well-posed problem, the missing term ~gradph−ΠVh
~gradph can be reintroduced, see (3.13),

and we then get an optimal result (e.g., order h for convergence for P1-continuous finite elements).

Part II

Examples and preventions

2 Stokes model

2.1 A first model

Let Ω be a bounded open set. Let div : H1
0 (Ω)

n → L2
0(Ω) with (·, ·)H1

0
= (grad(.), grad(.))L2 , and let

V = {~v ∈ H1
0 (Ω)

n
: div~v = 0}. (2.1)

5



Problem (homogeneous Dirichlet type): for ~f ∈ H−1(Ω)
n
, find ~u ∈ H1

0 (Ω) s.t.

−∆~u = ~f. (2.2)

Associated weak problem : find ~u ∈ V s.t.

(grad~u, grad~v)L2 = (~f,~v)L2 , ∀~v ∈ H1
0 (Ω). (2.3)

The Lax–Milgram gives the well-posedness in (H1
0 (Ω), (·, ·)H1

0
).

The optimized associated problem is: Find ~u ∈ H1
0 (Ω) realizing the minimum of

J(~v) :=
1

2
|| ~grad~v||2L2 − (~f,~v)L2 . (2.4)

2.2 Constrained associated problem

The constraint div~u = 0 is imposed with a Lagrangian multiplier p: The problem (2.2) is transformed
into: Find (~u, p) ∈ H1

0 (Ω)× L2
0(Ω) s.t.

{
(grad~u, grad~v)L2 − (p, div~v)L2 = (~f,~v)L2 , ∀~v ∈ H1

0 (Ω)
n
,

− (div~u, q)L2 = 0, ∀q ∈ L2
0(Ω).

(2.5)

We have obtained (1.1) with V = H1
0 (Ω)

n
, Q = L2

0(Ω), g = 0, B = div : H1
0 (Ω)

n → L2
0(Ω) and

{
a(~u,~v) = (grad~u, grad~v)L2 sur H1

0 (Ω)
n ×H1

0 (Ω)
n
,

b(~v, q) = −(div~v, q)L2 sur H1
0 (Ω)

n × L2
0(Ω).

(2.6)

Since B = div : H1
0 (Ω) → L2

0(Ω), KerB = V , a(·, ·) is coercive on Ker(B) (it is on H1
0 (Ω)

n
),

and Bt = ~grad : L2(Ω) → H−1(Ω)
n

is surjective, cf. theorem 10.1, the theorem 12.1 applies, and the
problem (2.5) is well-posed.

The associated weak problem reads: Find (~u, p) ∈ H1
0 (Ω)× L2

0(Ω) s.t.

{
−∆~u+ ~gradp = ~f ∈ H−1(Ω),

div~u = 0.
(2.7)

The associated Lagrangian reads, find the saddle point in H1
0 (Ω)

n × L2
0(Ω) of

L(~v, q) = 1

2
||grad~v||2L2 − (q, div~v)L2 − (~f,~v)L2 . (2.8)

3 Numerical approximation of the Stokes model

3.1 Approximation

Let Vh ⊂ H1
0 (Ω) and Qh ⊂ L2

0(Ω) (conform approximation to simplify) be finite dimension subspaces.
The discretization of (2.5) is: Find ~uh ∈ (Vh)

n and ph ∈ Qh s.t.

{
(grad~uh, grad~vh)L2 − (ph, div~vh)L2 = (~f,~vh)L2 , ∀~vh ∈ (Vh)

n,

(div~uh, qh)L2 = 0, ∀qh ∈ Qh.
(3.1)

3.2 Projections (finite element method)

If Xh is a subspace in L2(Ω), let ΠXh
:

{
L2(Ω) → Xh

f → ΠXh
f

}
be the (·, ·)L2 -orthogonal projection

on Xh, that is,
∀f ∈ L2(Ω), (ΠXh

f, xh)L2 = (f, xh)L2 , ∀xh ∈ Xh. (3.2)

E.g., if Xh = P1 then ΠP1f ∈ P1 is the best approximation P1 of f for the (·, ·)L2 inner product. Similar
notation for Xh a subspace in L2(Ω)

n
.
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Let

~gradh
def
= ΠVh

◦ ~grad :

{
L2(Ω) → Vh

p → ~gradhp = ΠVh
( ~gradp).

(3.3)

So, ~gradhp is characterized by ( ~gradhp,~vh)L2 = ( ~gradp,~vh)L2 pour tout ~vh ∈ Vh. And (3.1) reads

{
(grad~uh, grad~vh)L2 + ( ~gradhph, ~vh)L2 = (~f,~vh)L2 , ∀~vh ∈ Vh,

(~uh, ~gradqh)L2 = 0, ∀qh ∈ Qh.,
(3.4)

3.3 Matrix representation

With given bases in Vh and Qh, (3.1) become

(
A BT

B 0

)
.

(
~x
~y

)
=

(
F
0

)
. (3.5)

3.4 The problematic pressure

In many cases there is no problem with the computation of uh (the A matrix i (3.5) is well conditioned
since a(·, ·) is continuous and coercive).

But the results obtained for ph can be absurd. To see why, suppose that uh is known, let (g, ~vh)L2 :=

( ~grad~uh, ~grad~vh)L2 − (~f,~vh)L2 , and try to find ph ∈ Qh s.t.

( ~gradph, ~vh)H−1,H1
0
= −(g, ~vh)L2 , ∀~vh ∈ Vh, (3.6)

that is, e.g. with continuous finite elements where 〈 ~gradph, ~vh〉H−1,H1
0
= ( ~gradph, ~vh)L2 ,

( ~gradhph, ~vh)L2 = −(g, ~vh)L2 , ∀~vh ∈ Vh. (3.7)

1- Nice case: ~gradh = ΠVh
◦ ~grad : Vh → Qh is surjective (onto) with a constant independent of h,

cf. (10.3), that is,

∃k > 0, ∀h > 0, ∀ph ∈ Qh, || ~gradhph||H−1 ≥ k ||ph||L2
0
. (3.8)

And (3.8) is called the “discrete inf-sup condition”.
Then the problem (3.4) is well-posed, i.e. the matrix i (3.5) is well-conditioned, cf. theorem 12.1. See

Fortin [17] for Vh and Qh finite element spaces that can satisfy (3.8).
(Remark: the problem (3.7) cannot be solved on its own in general, since it is surjective but not

bijective. But (3.4) can be solved, the matrix

(
A Bt

B 0

)
being invertible and well-conditioned if (3.8) is

satisfied.)

2- Bad case: In (3.8), k > 0 does not exists, e.g.

∃kh > 0, inf
ph∈Qh

sup
~vh∈Vh

(div~vh, ph)L2(Ω)

||~vh||H1
0
||ph||L2

≥ kh, but kh −→
h→0

0. (3.9)

Then

(
A Bt

B 0

)
is not invertible (at least not numerically invertible as h→ 0: bad conditioning).

Example 3.1 A useful criteria to check the discrete inf-sup condition (3.8) is given by Fortin [17]. E.g.,
the discrete inf-sup condition is satisfied with the classical:

P2,P1 (velocity-pressure) Taylor–Hood finite elements (see e.g. Bercovier–Pironneau [4]).
P1-bubble,P1 (velocity-pressure) finite elements, named the mini-elements, see Arnold–Brezzi–Fortin [1].
P2,P0 (velocity-pressure) finite elements, see Crouzeix–Raviart [13].
(And for non conformity, the P1-discontinuous velocity, P0-pression, see Crouzeix–Raviart [13].)

Example 3.2 No convergence e.g. for the P1,P1 continuous finite elements, or the P1-continuous,P0

elements (checkerboard instability).
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3.5 What has been lost...

(3.4) reads

(ΠVh
~gradph, ~vh)L2 = −(g, ~vb), ∀~vh ∈ Vh. (3.10)

So we want ~gradph, but we can only compute ~gradhph = ΠVh
~gradph, which in many cases is different

from ~gradph. Since
~gradph = ΠVh

~gradph +
(
~gradph −ΠVh

~gradph
)
, (3.11)

we have lost
loss = ( ~gradph −ΠVh

~gradph) = ( ~gradph − ~gradhph). (3.12)

This can be an admissible loss, see e.g. example 3.1, or not, see e.g. example 3.2.

3.6 ... and a reintroduction of the loss

To recover the loss (3.12), we modify (3.1) to get the new problem: Find ~uh ∈ Vh et ph ∈ Qh s.t.






( ~grad~uh, ~grad~vh)L2 − (ph, div~vh)L2 = (~f,~vh)L2 , ∀~vh ∈ Vh,

− (div~uh, qh)L2 −
nK∑

K=1

h2K( ~gradph− ~gradhph,
~gradqh− ~gradhqh)L2(K) = 0, ∀qh ∈ Qh.

(3.13)

where nK is the number of elements constituting the mesh, h is “the size of an element”, and the h2K
coefficient to get optimal results, see Leborgne [23] (we are interested in ph and, for quasi-uniform meshes,

ph is of the same order than h ~gradph). E.g. for P1,P1 continuous finite elements for both the velocity
and the pressure, we get order 1 convergence results (classic for P1 finite elements).

(3.13) can also be written





( ~grad~uh, ~grad~vh)L2 − (ph, div~vh)L2 = (~f,~vh)L2 , ∀~vh ∈ Vh,

− (div~uh, qh)L2 −
nK∑

K=1

h2K( ~gradph−ΠVh
~gradph, ~gradqh)L2(K) = 0, ∀qh ∈ Qh,

(3.14)

since ( ~gradph−ΠVh
~gradph, ~wh) = 0 for ~wh ∈ Vh (definition of ΠVh

).

Computation: we have to compute a new unknown ~zh = ΠVh
~gradph ∈ Vh (luckily very cheap for P1

finite elements): Find ~uh, ~zh ∈ Vh et ph ∈ Qh s.t.






( ~grad~uh, ~grad~vh)L2 − (ph, div~vh)L2 = (~f,~vh)L2 , ∀~vh ∈ Vh,

− (div~uh, qh)L2 −
nK∑

K=1

h2K( ~gradph, ~gradqh)L2 + h2(~zh, ~gradqh)L2 = 0, ∀qh ∈ Qh,

( ~gradph, ~z
′
h)L2(K) − (~zh, ~z

′
h)L2(K) = 0, ∀~z′h ∈ Vh, ∀K.

(3.15)

E.g.with P1 finite elements, the (~zh, ~z
′
h)L2 associated matrix can be made diagonal thanks to the “mass

lumping” technique: Thus the last equation (in ~z′h) gives ~zh explicitly as a function of ~gradhph (order 1
precision).

Remark 3.3 The associated Lagrangian, cf. (2.8), is now:

Lh(~vh, ph) =
1

2
||grad~vh||2L2 − (ph, div~vh)L2 − (f, vh)L2 − 1

2

nK∑

K=1

h2K || ~gradph−ΠVh
~gradph||2L2(K). (3.16)
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3.7 Brezzi and Pitkäranta’s method

A previous method proposed by Brezzi and Pitkäranta [9] consists in penalizing the initial problem
with the Laplacian of the pressure (to “control the oscillations” of ph): Find ~uh ∈ Vh and ph ∈ Qh s.t.






( ~grad~uh, ~grad~vh)L2 − (ph, div~vh)L2 = (~f,~vh)L2 , ∀~vh ∈ Vh,

− (div~uh, qh)L2 − ε

nK∑

K=1

h2K( ~gradph, ~gradqh)L2(K) = 0, ∀qh ∈ Qh,
(3.17)

with some ε > 0. We however get a spurious limit condition ∂p
∂n = 0 independent of ε (by integration by

parts). (This spurious limit condition is lessen with (3.14).)

Remark 3.4 The associated Lagrangian is now:

Lh(~vh, ph) =
1

2
||grad~vh||2L2 − (ph, div~vh)L2 − (f, vh)L2 − 1

2
ε

nK∑

K=1

h2K || ~gradph||2L2(K), (3.18)

to compare with (3.16).

3.8 Hughes, Franca and Balestra’s method

Hughes, Franca and Balestra [22] proposed a “Galerkin Least-squares” method: The pressure is sta-
bilized “with the solution”. The problem reads, with the associated Lagrangian,

L(~v, p) =
1

2
||grad~v||2L2(Ω) − (p, div~v)L2(Ω) − (f, v)L2(Ω) −

ε

2

nK∑

K=1

h2K || −∆u+ ~gradp−f ||2L2(K). (3.19)

(For P1 finite elements, this method is similar to Brezzi and Pitkäranta’s method.)

Here ε has to be small enough not to destroy the coercivity in u, see the term ( ~gradu, ~gradv)L2(Ω) −
ε
∑

k h
2(∆u,∆v)L2(K), the control being done thanks to the inverse inequality (quasi-uniform mesh)

||∆uh||L2(K) ≤ Ch|| ~graduh||L2(K), ∀uh ∈ Vh.

(So 0 < ε < 1√
C

.)

3.9 Douglas and Wang’s method

To avoid the eventual destruction of the coercivity for ~u, Douglas et Wang consider

(grad~u, grad~v)L2 − (p, div~v) + (q, div~u) + ε

nK∑

K=1

hK(−∆~u+ ~gradp− ~f,−∆~v + ~gradq)L2(K)

︸ ︷︷ ︸
c((~u,p),(~v,q))

= (f, v)L2︸ ︷︷ ︸
ℓ(~v,q)

.

(3.20)
This preserves the stability since c(·, ·) is coercive, but the symmetry is lost. So this method is adapted
to the generalization of the Stokes equations to the Navier–Stokes equations.
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4 Laplacian (harmonic problem)

The linear spaces needed are described in § 9.

4.1 A dirichlet problem

Let f ∈ H−1(Ω). Problem: Find p ∈ H1
0 (Ω) s.t.

−∆p = f. (4.1)

That is,
( ~gradp, ~gradq)L2 = 〈f, q〉, ∀q ∈ H1

0 (Ω). (4.2)

The associated minimum problem is: Find the minimum of J(p) = minq∈H1
0 (Ω) J(q), where

J(q) :=
1

2
|| ~gradq||2L2 − 〈f, q〉. (4.3)

To get ~gradp during the computation, introduce

~u = ~gradp ∈ L2(Ω), and then − div~u = f. (4.4)

And (4.1) becomes: Find (~u, p) ∈ L2(Ω)×H1
0 (Ω) s.t.

{
(~u,~v)L2 − ( ~gradp,~v)L2 = 0, ∀~v ∈ L2(Ω),

− (~u, ~gradq)L2 = −〈f, q〉H−1,H1
0
, ∀q ∈ H1

0 (Ω).
(4.5)

And p is now the Lagrangian multiplier for the constraint div~u = −f , cf. the integration by parts.
And if (~u, p) ∈ L2(Ω)×H1

0 (Ω) is a solution, then ~u = ~gradp ∈ L2(Ω)
n

in Ω, and div~u = −f in H−1(Ω).
So ∆p = f in H−1(Ω) with p ∈ H1

0 (Ω): This is (4.1).
With {

a(~u,~v) = (~u,~v)L2 sur L2(Ω)
n × L2(Ω)

n
,

b(~v, q) = −(~v, ~gradq)L2 sur L2(Ω)
n ×H1

0 (Ω),
(4.6)

(4.5) has the appearance of (1.1) with V = L2(Ω)
n

and Q = H1
0 (Ω).

Here b(~v, p) = 〈B~v, p〉H−1,H1(Ω) = (Btp,~v)L2(Ω), so B = div :

{
L2(Ω)

n → H−1(Ω)

~v → B~v = div(~v)

}
and Bt =

− ~grad :

{
H1

0 (Ω) → L2(Ω)

p → Btp = − ~gradp

}
.

Thus Ker(B) = Ker(div) = {~v ∈ L2(Ω)
n

: div~v = 0}, and thanks to the Helmholtz decomposi-

tion (9.31) L2(Ω)
n
= ~grad(H1

0 (Ω))⊕⊥L2 Ker(div), the bilinear form a(·, ·) is (·, ·)L2 coercive on Ker(B).
And Bt is surjective since B is, cf. (13.5) and the closed range theorem 11.2.
Thus (4.5) is well-posed, see theorem 12.1.

4.2 A Neumann problem

Let f ∈ L2(Ω). Problem: Find p ∈ H1(Ω) s.t.

−∆p = f, and
∂p

∂n |Γ
= 0. (4.7)

That is,
( ~gradp, ~gradq)L2 = (f, q)L2 , ∀q ∈ H1

0 (Ω). (4.8)

The associated minimum problem is: Find the minimum of J(p) = minq∈H1(Ω) J(q), where

J(q) :=
1

2
|| ~gradq||2L2 − (f, q)L2 . (4.9)
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The mixed associated problem is: Find (~u, p) ∈ Hdiv(Ω)× L2(Ω) s.t.

{
(~u,~v)L2 + (p, div~v)L2 = 0, ∀~v ∈ Hdiv(Ω),

(div~u, q)L2 = (f, q)L2 , ∀q ∈ L2(Ω).
(4.10)

Indeed, if (~u, p) ∈ Hdiv(Ω) × L2(Ω) is a solution, then div~u = f ∈ L2(Ω), ~u = − ~gradp ∈ H−1(Ω), thus

−∆p = f ∈ L2(Ω), with ∂p
∂n |Γ = 0 (since Im(γn) = H− 1

2 (Γ)).

With {
a(~u,~v) = (~u,~v)L2 sur Hdiv(Ω)×Hdiv(Ω),

b(~v, q) = (div~v, q)L2 sur Hdiv(Ω)× L2(Ω).
(4.11)

(4.5) has the appearance of (1.1) with V = Hdiv(Ω) and Q = L2(Ω).
Here B : ~v ∈ Hdiv(Ω) → B~v = div~v ∈ L2(Ω) is surjective, cf. (13.2), and a(·, ·) est Hdiv-coercive on

Ker(B) = {~v ∈ Hdiv(Ω) : div~v = 0}. And Im(B) being closed (since it is surjective), so is Im(Bt) (closed
range theorem11.2). Thus (4.10) is well-posed, see theorem 12.1.
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5 Bilaplacian (biharmonic problem)

The linear spaces needed are described in § 9.

5.1 Problem

We look here at the Dirichlet problem: If f ∈ H−2(Ω) = (H2
0 (Ω))

′, then find p ∈ H2
0 (Ω) s.t.

∆(∆p) = f, so with p|Γ = 0 and
∂p

∂n |Γ
= 0. (5.1)

Weak form: Find p ∈ H2
0 (Ω) s.t.

(∆p,∆q)L2 = 〈f, q〉H−2,H2
0
, ∀q ∈ H2

0 (Ω). (5.2)

The Lax–Milgram theorem indicates that (5.2) is well-posed.
The associated minimum problem is: Find the minimum of J(p) = minq∈H1

0 (Ω) J(q), where

J(q) :=
1

2
||∆q||2L2 − 〈f, q〉H−2,H2

0
. (5.3)

5.2 Introduction of ∆p

(Not conclusive.) A function in ∈ H2(Ω), s.t. ∆p and ∆q in (5.2), is cumbersome to approximate, cf.
the C1 Argyris finite elements. Let

φ = ∆p (5.4)

Then problem (5.1) is rewritten as: Find (φ, p) ∈ L2(Ω)×H2
0 (Ω) s.t.

{
φ = ∆p,

∆φ = f.
(5.5)

And the weak form is, if f ∈ H−1(Ω): Find (φ, p) ∈ H1(Ω)×H1
0 (Ω) s.t.

{
(φ, ψ)L2 + ( ~gradp, ~gradψ)L2 = 0, ∀ψ ∈ H1(Ω),

( ~gradφ, ~gradq)L2 = −〈f, q〉H−1,H1
0
, ∀q ∈ H1

0 (Ω).
(5.6)

Indeed, if (φ, p) ∈ H1(Ω) × H1
0 (Ω) is as solution of (5.6), then φ − ∆p = 0 (thus ∆p ∈ L2(Ω)), and

∂p
∂n |Γ = 0. And p ∈ H1

0 (Ω) with ∆φ = f ∈ H−1(Ω), thus ∆2p = f .

With {
a(φ, ψ) = (φ, ψ)L2 sur H1(Ω)×H1(Ω),

b(φ, v) = ( ~gradφ, ~gradv)L2 sur H1(Ω)×H1
0 (Ω),

(5.7)

(4.5) has the appearance of (5.6) with V = H1(Ω) and Q = H1
0 (Ω).

Here b(φ, v) = −〈∆φ, v〉H−1,H1
0
, thus B = −∆ : H1(Ω) → H−1(Ω).

Thus B : φ ∈ H1(Ω) → Bφ = −∆φ ∈ H−1(Ω) is surjective: Apply Lax–Milgram theorem for

g ∈ H−1(Ω) and ( ~gradφ, ~gradψ)L2 = 〈g, ψ〉H−1,H1
0
.

And KerB = {φ ∈ H1(Ω) : ∆φ = 0} (harmonic functions). So φ ∈ KerB iff ( ~gradφ, ~gradv)L2 = 0

for all v ∈ H1
0 (Ω) (this is not ( ~gradφ, ~gradv)L2 = 0 for all v ∈ H1(Ω)). Thus a(·, ·) is not (·, ·)H1 -

coercive on KerB, but only (·, ·)L2 coercive, and the usual theorem is not applicable: A loss of precision
(precision||.||L2 instead of precision ||.||H1 for φ) is to be expected.

5.3 Introduction of ~gradp

5.3.1 Weak form

In (5.2) let us introduce

~u = ~gradp, thus ∆p = div~u. (5.8)

Notation:

if ~v = ~gradq ∈ ~grad(H1
0 (Ω)), then ~v

denoted
= ~vq. (5.9)
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(That is, ~vq derives from a potential q ∈ H1
0 (Ω).)

Then (5.2) becomes: Find ~up = ~gradp ∈ ~grad(H1
0 (Ω)) s.t.

(div~up, div~vq)L2 = 〈f, q〉H−2,H2
0
, ∀q ∈ H2

0 (Ω). (5.10)

5.3.2 A first constrained formulation

(Not conclusive.) To avoid working with the “small space” ~grad(H1
0 (Ω)) ∋ ~u, we consider the whole

space H1
0 (Ω) ∋ ~u and we add the constraint ~u − ~gradp = 0, cf. (5.8) (and the associated Lagrangian

multiplier ~λ).

And ~u ∈ H1(Ω) and ~u = ~gradp for some p ∈ H2
0 (Ω) solution of (5.2), give div~u = ∆p ∈ L2(Ω) with

0 = ∂p
∂n |Γ = ~u.~n|Γ, so ~u ∈ Hdiv

0 (Ω). Then let

X = Hdiv
0 (Ω)×H1

0 (Ω), (5.11)

provided with the inner product

((~u, p), (~v, q))X = (div~u, div~v)L2 + ( ~gradp, ~gradq)L2(Ω), (5.12)

so that X is a Hilbert space.
Then, if f ∈ H−1(Ω), (5.10) is turned into: Find ((~u, p), ~λ) ∈ X × L2(Ω)

n
s.t.

{
(div~u, div~v)L2 + (~λ,~v − ~gradq)L2 = 〈f, q〉H−1,H1

0
, ∀(~v, q) ∈ X,

(~u− ~gradp, ~µ)L2 = 0, ∀~µ ∈ L2(Ω)
n
,

(5.13)

that is, 




(div~u, div~v)L2 + (~λ,~v)L2 = 0, ∀~v ∈ Hdiv
0 (Ω),

− (~λ, ~gradq)L2 = 〈f, q〉H−1,H1
0
, ∀q ∈ H1

0 (Ω),

(~u, ~µ)L2 − ( ~gradp, ~µ)L2 = 0, ∀~µ ∈ L2(Ω)
n
.

(5.14)

Check: If ((~u, p), ~λ) ∈ X × L2(Ω)
n

is a solution of (5.13) or (5.14), then ~λ = ~grad(div~u), div~λ = f ,

~u = ~gradp, thus div~u = ∆p and div( ~grad(∆p)) = f , i.e. ∆2p = f . And ~u ∈ Hdiv
0 (Ω) gives ~u.~n = 0, so

~gradp.~n = 0, and with p ∈ H1
0 (Ω) we get p ∈ H2

0 (Ω).
With {

a((~u, p), (~v, q)) = (div~u, div~v)L2 sur X ×X,

b((~v, q), ~µ) = (~v − ~gradq, ~µ)L2 sur X × L2(Ω)
n
,

(5.15)

(5.13) has the appearance of (1.1) with V = X and Q = L2(Ω)
n
.

Here B :

{
Hdiv

0 (Ω)×H1
0 (Ω) → L2(Ω)

n

(~v, q) → B(~v, q) = ~v − ~gradq

}
.

And Ker(B) = {(~v, q) ∈ Hdiv
0 (Ω) × H1

0 (Ω) : ~v = ~gradq}. Thus is (~v, q) ∈ Ker(B) then ∆p ∈ L2(Ω)
and a((~u, p), (~v, q)) = 1

2 (div~u, div~v)L2 + 1
2 (∆p,∆q)L2 . And when p ∈ H2(Ω) ∩H1

0 (Ω) we have ||∆p||L2 ≥
C ||p||H2 ≥ C ||p||H1 , cf. (9.29). Thus a(·, ·) is coercive on (Ker(B), (·, ·)X ).

But B is not surjective: If ~ℓ ∈ L2(Ω)
n

we should find (~v, q) ∈ Hdiv
0 (Ω) ×H1

0 (Ω) s.t. ~ℓ = ~v − ~gradq,

but we only have (9.31). So ~λ has a priori no ||.||L2(Ω) control, and for the discretization we expect a loss

of precision. Here Bt :

{
D ⊂ L2(Ω)

n → Hdiv
0 (Ω)

′ ×H−1(Ω)

µ → Btµ : Btµ(~v, q) = 〈~v, µ〉Hdiv
0

′,Hdiv + 〈q, divµ〉H−1,H1
0

}
where

D = Hdiv
0 (Ω) (the domain of definition) is not closed in L2(Ω) (its closure is L2(Ω)).

5.3.3 A second constrained formulation

(Not conclusive.) Let
X+ = H1

0 (Ω)
n ×H1

0 (Ω), (5.16)

provided with the inner product

((~u, p), (~v, q))X+ = (grad~u, grad~v)L2 + ( ~gradp, ~gradq)L2(Ω), (5.17)
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so that X+ is a Hilbert space.

With a Cartesian basis, we notice that (∆p,∆q)L2 =
∑

ij

∫
Ω

∂2p
∂x2

i

∂2q
∂x2

j
dΩ, and, for p, q ∈ H2

0 (Ω),

∫

Ω

∂2p

∂x2i

∂2q

∂x2j
dΩ = −

∫

Ω

∂3p

∂x2i ∂xj

∂q

∂xj
dΩ =

∫

Ω

∂2p

∂xi∂xj

∂2q

∂xi∂xj
dΩ. (5.18)

Thus, with (5.9) and ~vp, ~vq ∈ ~grad(H1
0 (Ω)) cf., we get

(div~vp, div~vq)L2 = (∆p,∆q)L2 = (grad( ~gradp), grad( ~gradq))L2 = (grad~vp, grad~vq)L2 . (5.19)

(Nota Bene: Here ~vp and ~vq derives from a potential.) Thus (5.10) reads: Find ~u = ~vp ∈ ~grad(H1
0 (Ω))

s.t.
(grad~u, grad~vq)L2 = (f, q)L2 , ∀q ∈ H1

0 (Ω). (5.20)

So, if f ∈ H−1(Ω), then (5.10) is transformed into: Find ((~u, p), ~λ) ∈ X+ × L2(Ω)
n

s.t.

{
(grad~u, grad~v)L2 + (~λ,~v − ~gradq)L2 = 〈f, q〉H−1,H1

0
, ∀(~v, q) ∈ X+,

(~u− ~gradp, ~µ)L2 = 0, ∀~µ ∈ L2(Ω)
n
,

(5.21)

~λ being the Lagrangian multiplier of the constraint (5.8). That is,






(grad~u, grad~v)L2 + (~λ,~v)L2 = 0, ∀~v ∈ H1
0 (Ω)

n
,

− (~λ, ~gradq)L2 = 〈f, q〉H−1,H1
0
, ∀q ∈ H1

0 (Ω),

(~u, ~µ)L2 − ( ~gradp, ~µ)L2 = 0, ∀~µ ∈ L2(Ω)
n
.

(5.22)

With {
a((~u, p), (~v, q)) = (grad~u, grad~v)L2 sur X+ ×X+,

b((~v, q), ~µ) = (~v, ~µ)L2 − ( ~gradp, ~µ)L2 sur X+ × L2(Ω)
n
,

(5.23)

(5.21) has the appearance of (1.1) with V = X+ and Q = L2(Ω)
n
.

Et B :

{
H1

0 (Ω)
n ×H1

0 (Ω) → L2(Ω)
n

(~v, q) → B(~v, q) = ~v − ~gradq

}
. And (~v, q) ∈ Ker(B) iff ~gradq = ~v ∈ H1

0 (Ω)
n
,

thus a(·, ·) is coercive on (Ker(B), (·, ·)X+ ). (Compared to (5.15), here we a ||.||H1 for ~u, not only a ||.||Hdiv

control.)

However B is not surjective. And ~λ is not controlled the classical way.

5.3.4 A third constrained formulation

(“A good one”.) Let
Y = Hdiv

0 (Ω)×H1(Ω), (5.24)

provided with the inner product

((~u, p), (~v, q))Y = (div~u, div~v)L2 + (p, q)H1 (5.25)

so that Y is a Hilbert space.
If f ∈ L2(Ω) (or in (H1(Ω))′), (5.13) is transformed into: Find ((~u, p), ~λ) ∈ Y ×Hdiv(Ω) s.t.

{
(div~u, div~v)L2 + (~λ,~v)L2 + (q, div~λ)L2 = (f, q)L2 , ∀(~v, q) ∈ Y,

(~u, ~µ)L2 + (~λ, div~µ) = 0, ∀~µ ∈ Hdiv(Ω),
(5.26)

that is, 



(div~u, div~v)L2 + (~λ,~v)L2 = 0, ∀~v ∈ Hdiv
0 (Ω),

(div~λ, q)L2 = (f, q)L2 , ∀q ∈ H1(Ω),

(~u, ~µ)L2 + (p, div~µ)L2 = 0, ∀~µ ∈ Hdiv(Ω).

(5.27)
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So ~λ = ~grad(div~u), div~λ = f , ~u = ~gradp, thus div( ~grad(div ~gradp)) = f , i.e. ∆2p = f . And
∫
Γ p ~µ.~n dΓ =

0 = 〈p, ~µ.~n〉
H

1
2 (Γ),H− 1

2 (Γ)
for all ~µ ∈ Hdiv(Ω), thus p|Γ = 0 in H

1
2 (Γ) (the trace operator ~v ∈ Hdiv(Ω) →

~v.~n ∈ H− 1
2 (Γ) is surjective). Thus p ∈ H1

0 (Ω). With ~u ∈ Hdiv
0 (Ω), thus ~gradp.~n = ~u.~n = 0, so p ∈ H2

0 (Ω).
With {

a((~u, p), (~v, q)) = (div~u, div~v)L2 sur Y × Y,

b((~v, q), ~µ) = (~v, ~µ)L2 + (q, div~µ)L2 sur Y ×Hdiv(Ω),
(5.28)

(5.26) has the appearance of (1.1) with V = Y and Q = Hdiv(Ω).

And B :

{
Hdiv

0 (Ω)×H1(Ω) → Hdiv(Ω)
′

(~v, q) → B(~v, q),

}
with 〈B(~v, q), ~µ〉 = (~v, ~µ)L2 +(q, div~µ)L2 . So B is surjec-

tive, cf. (9.25).

And b((~v, q), ~µ) = (~v, ~µ)L2(Ω)−( ~gradq, ~µ)L2(Ω)+(q, ~µ.~n)L2(Γ) gives (~v, q) ∈ Ker(B) iff (~v, q) ∈ Hdiv
0 (Ω)×

H1
0 (Ω) with ~v = ~gradq. Thus a(·, ·) is coercive on (Ker(B), (·, ·)Y ), and the classical theorem 12.1 apply.

Remark 5.1 (Neumann.) With Z = Hdiv(Ω) × H1
0 (Ω), (5.26) is transformed into: Find ((~u, p), ~λ) ∈

Z ×Hdiv
0 (Ω) s.t. 




(div~u, div~v)L2 + (~λ,~v)L2 = 0, ∀~v ∈ Hdiv(Ω),

(div~λ, q)L2 = (f, q)L2 , ∀q ∈ H1
0 (Ω),

(~u, ~µ)L2 + (p, div~µ)L2 = 0, ∀~µ ∈ Hdiv
0 (Ω).

(5.29)

So, in Ω, ~λ = ~grad(div~u), div~λ = f , ~u = ~gradp, thus div( ~grad(div ~gradp)) = f , i.e. ∆2p = f . And on Γ,
~grad(div~u).~n = 0, thus ~grad(∆p).~n = 0 (Neumann limit condition), with p ∈ H1

0 (Ω).

5.3.5 A fourth constrained formulation

Let
Y+ = H1

0 (Ω)×H1(Ω), (5.30)

provided with the inner product

((~u, p), (~v, q))Y+ = ( ~grad~u, ~grad~v)L2 + (p, q)H1 . (5.31)

And (5.27) is replaced with






(grad~u, grad~v)L2 + (~λ,~v)L2 = 0, ∀~v ∈ Hdiv
0 (Ω),

(div~λ, q)L2 = (f, q)L2 , ∀q ∈ H1(Ω),

(~u, ~µ)L2 + (p, div~µ)L2 = 0, ∀~µ ∈ Hdiv(Ω).

(5.32)

And (5.28) is replaced with

{
a((~u, p), (~v, q)) = (grad~u, grad~v)L2 sur Y+ × Y+,

b((~v, q), ~µ) = (~v, ~µ)L2 + (q, div~µ)L2 sur Y+ ×Hdiv(Ω)
(5.33)
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6 Locking

The locking phenomenon appears when the coercivity of the approximated problem increases much
faster than the coercivity of the continuous problem. Thus the numerical solution is close to zero, which
is absurd in general.

Let Ω be bounded open set in R
n.

6.1 A typical situation

Let λ ∈ R so that λ >> 1 (a “large” given real). We look for ~u ∈ H1
0 (Ω)

n
and p ∈ H1

0 (Ω) that
minimize

M(~v, q) =
1

2
||grad~v||2L2(Ω) +

λ

2
||~v − ~gradq||L2(Ω) − (~f,~v)L2(Ω) − (g, q)L2(Ω). (6.1)

Example 6.1 For the Mindlin–Reissner problem, ||grad~v||2L2(Ω) is replaced by |a(~v,~v)| where a(·, ·) is a

bilinear form that is continuous and coercive on H1
0 (Ω).

Let
X = H1

0 (Ω)
n ×H1

0 (Ω) (6.2)

provided with the inner product associated to the norm

||(~v, q)||X = (||grad~v||2L2 + || ~gradq||2L2)
1
2 (6.3)

so that X is a Hilbert space.
A solution (~u, p) ∈ X realizing the min of M satisfies

{
(grad~u, grad~v)L2 + λ(~u − ~gradp,~v)L2 = (~f,~v), ∀~v ∈ H1

0 (Ω)
n
,

λ(~u− ~gradp, ~gradq)L2 = (g, q), ∀q ∈ H1(Ω).
(6.4)

Let
Φ((~u, p), (~v, q)) = (grad~u, grad~v)L2 + λ(~u− ~gradp,~v − ~gradq)L2 . (6.5)

Thus (6.4) reads: Find (~u, p) ∈ X s.t.

Φ((~u, p), (~v, q)) = (~f,~v)L2 + (g, q)L2 , ∀(~v, q) ∈ X. (6.6)

Proposition 6.2 The bilinear form Φ : X ×X → R is coercive and continuous on X : with the Poincaré
inequality (9.28) we have





∃αΦ > 0, ∀(~v, q) ∈ X, Φ((~v, q), (~v, q)) ≥ αΦ||(~v, q)||2X , et αΦ ∼
λ→∞

1

cΩ
,

∃C > 0, ∀(~u, p), (~v, q) ∈ X, Φ((~u, p), (~v, q)) ≤ C||(~u, p)||X ||(~v, q)||X , et C =
λ→∞

O(λ).
(6.7)

And problem (6.6) is well posed.

Proof. Bi-linearity. Since Φ is symmetric (trivial), that is Φ((~u, p), (~v, q)) = Φ((~v, q), (~u, p)), we have to
prove that Φ((~u1, p1) + α(~u2, p2), (~v, q)) = Φ((~u1, p1), (~v, q)) + αΦ((~u2, p2), (~v, q)): trivial.

Coercivity. If κ > 0 then, with (9.28) :

Φ((~v, q), (~v, q)) = ||grad~v||2L2 + λ||~v − ~gradq||2L2

≥ [(1−κ)||grad~v||L2 + cΩκ||~v||2L2 ] + λ[||~v||2L2 + || ~gradq||2L2 − 2||~v||L2 ||q||L2 ].

Let x = ||~v||L2 and y = || ~gradq||L2 . We have

cΩκx
2 + λ(x− y)2 ≥ λcΩκ

λ+ cΩκ
y2,

with cmax = λcΩκ
λ+cΩκ the largest constant possible (cmax is largest c s.t. cΩκx

2 + λ(x − y)2 ≥ cy2: easy
check). Thus

Φ((~v, q), (~v, q)) ≥ (1−κ)||grad~v||L2 +
λcΩκ

λ+ cΩκ
|| ~gradq||L2 .
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And the “best” αΦ (the largest possible) is obtained by choosing κ s.t. 1−κ = λcΩκ
λ+cΩκ , i.e. κ solution of

κ2 + bκ − λ
cΩ

= 0 where b = λ cΩ+1
cΩ

− 1. The discriminant is b2 + 4 λ
cΩ

, and the positive root is κ =

b
2 (−1 +

√
1 + 4 λ

b2cΩ
). And for λ >> 1, we have b ≃ λ, thus 4 λ

b2cΩ
≃ 4 1

λcΩ
, thus −1 +

√
1 + 4 λ

b2cΩ
≃ 2

λcΩ
,

so κ ≃ 1
cΩ

in the vicinity of λ = ∞.
Continuity: Easy check.

Remark 6.3 For the associated numerical approximation with finite elements, it λ is “large” then diffi-
culties are expected, since C = O(λ). Indeed, the conditioning of the associated matrix is ≃ C

αΦ
= 0(λ),

and this conditioning explodes with λ. However, a bad choice of the discrete spaces leads to a much
faster explosion than expected, see proposition 6.5.

6.2 The coercivity constant for p

For the analysis of the locking phenomenon (due to a “bad choice” of the discrete spaces), let us look
at the coercivity constant for p (where λ appears):

Proposition 6.4 If (~v, q) ∈ X then, with (9.28),

Φ((~v, q), (~v, q)) ≥ cΩ
λ

λ+ cΩ
|| ~gradq||2L2 , (6.8)

and

cΩ
λ

λ+ cΩ
≃ cΩ as λ→ ∞. (6.9)

Proof. Modification or the previous proof:

Φ((~v, q), (~v, q)) ≥ cΩ||~v||2L2 + λ[||~v||2L2 + || ~gradq||2L2 − 2||~v||L2 ||q||L2 ] ≥ αp|| ~gradq||2L2 ,

and the largest αp possible is αp = cΩ
λ

λ+cΩ
(has to satisfy “cΩx

2 + λ(x − y)2 ≥ αpy
2).

6.3 The discrete problem

Let Vh ⊂ H1
0 (Ω)

n
be a finite dimension subspace. Let ΠVh

: L2(Ω)
n → Vh be the (·, ·)L2 projection

onto Vh, that is,
∀~v ∈ H1

0 (Ω)
n
, ∀~wh ∈ Vh, (ΠVh

~v, ~wh)L2(Ω) = (~v, ~wh)L2(Ω).

Let Qh ⊂ H1
0 (Ω) be a finite dimension subspace.

Let Xh = Vh ×Qh. The discrete problem associated to (6.6) is: Find (~uh, ph) ∈ Xh s.t.

Φ((~uh, ph), (~vh, qh)) = (~f,~vh) + (g, qh), ∀(~vh, qh) ∈ Xh. (6.10)

Proposition 6.5 If (~vh, qh) ∈ Xh then

Φ((~vh, qh), (~vh, qh)) ≥ cΩ
λ

λ+ cΩ
|| ~gradqh||2L2 + λ

λ

λ + cΩ
|| ~gradqh − ΠVh

~gradqh||2L2(Ω), (6.11)

to be compared with (6.8).
Illustration: If Vh is “small relatively to Qh” so that for some qh the real || ~gradqh −ΠVh

~gradqh||L2(Ω)

does not vanish (fast enough with h) then the right hand side of (6.11) increases with λ, to compare
with (6.9). And the solution (un, ph) ∈ Xh is bounded by the inverse constant that decreases with λ,
thus (uh, ph) decreases to zero as λ increases: We get the “locking” phenomenon.

Proof. Let (~uh, ph) and (~vh, qh) ∈ Xh. Then

Φ((~uh, ph), (~vh, qh)) = (grad~uh, grad~vh)L2 + λ( ~gradph − ~uh, ~gradqh − ~vh)L2

= (grad~uh, grad~vh)L2 + λ( ~gradph −ΠVh
~gradph, ~gradqh −ΠVh

~gradqh)L2

+ λ(ΠVh
~gradph − ~uh,ΠVh

~gradqh − ~vh)L2 .

Thus

Φ((~vh, qh), (~vh, qh)) ≥ cΩ
λ

λ+ cΩ
||ΠVh

~gradqh||2L2 + λ|| ~gradqh −ΠVh
~gradqh||2L2 ,

see previous §computation. And Pythagoras give (6.5).

Remark 6.6 The term ~gradqh −ΠVh
~gradqh is also a problem for the Stokes equations, see § 3.6.
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6.4 An optimal correction

Due to the choice of Vh and Qh, we eventually have too much of coercivity, cf. (6.5), so we decide to
get rid of it. That is, we modify (6.1) to get: Find (~u, p) ∈ Vh ×Qh realizing the minimum of

Mh(~v, q) =
1

2
||grad~vh||2L2 +

λ

2
(||~vh − ~gradqh||2L2 − λ

λ

λ+ cΩ
|| ~gradqh −ΠVh

~gradqh||2L2)

− (~f,~vh)L2 − (g, qh)L2 .

(6.12)

Thus Φh has been transformed into

Φh((~uh, ph), (~vh, qh)) = (grad~uh, grad~vh)L2 + λ(~uh − ~gradph, ~v − ~gradqh)L2

− λ2

λ+ cΩ
( ~gradph −ΠVh

~gradph, ~gradqh −ΠVh
~gradqh)L2 ,

and the problem reads: Find (~uh, ph) ∈ Vh ×Qh s.t., for all (~vh, qh) ∈ Vh ×Qh,

Φh((~uh, ph), (~vh, qh)) = (~f,~vh)L2 + (g, qh)L2 .

To solve this problem, we need to compute ΠVh
~gradph: If the Vh = P1-continuous finite elements is made,

the computation amounts to inverse a diagonal matrix, thanks to the mass-lumping technique, thus is
costless.

Computation: we have to compute (~uh, ph) ∈ Vh ×Qh s.t., for all (~vh, qh) ∈ Vh ×Qh,





(grad~uh, grad~vh)L2 + λ(~uh − ~gradph, ~vh)L2 = (~f,~vh)L2 ,

−λ(~uh − ~gradph, ~gradqh)L2 − λ
λ

λ+ cΩ
( ~gradph−ΠVh

~gradph, ~gradqh)L2 = (g, qh)L2 .

Introducing ~wh = ΠVh
~gradph, we have to find (~uh, ph, ~wh) ∈ Vh ×Qh ×Vh s.t., for all (~vh, qh) ∈ Vh ×Qh,






(grad~uh, grad~vh)L2 + λ(~uh, ~vh)L2 − λ( ~gradph, ~vh)L2 = (~f,~vh)L2 ,

−λ(~uh, ~gradqh)L2 +
cΩλ

λ+ cΩ
( ~gradph, ~gradqh)L2 + λ

λ

λ+ cΩ
(~wh, ~gradqh)L2 = (g, qh)L2 ,

( ~gradph, ~w
′
h)L2 − (~wh, ~w

′
h)L2 = 0.

(6.13)

This method gives optimal convergence results. E.g., for P1-continuous finite elements of ~uh and ph, we
get an O(h) convergence.

6.5 Classical treatment of the locking

6.5.1 Initial problem

See e.g. Chapelle [10], Brezzi and Fortin [8]. The variable

~γ = λ(~u− ~gradp) (6.14)

is introduced. Then problem (6.4) becomes: Find (~u, p,~γ) ∈ H1
0 (Ω)

n ×H1
0 (Ω)× Y s.t.





a((~u, p), (~v, q)) + b((~v, q), ~γ) = (~f,~v)L2 + (g, q)L2 , ∀(~v, q) ∈ X,

b((~u, p), ~δ)− 1

λ
〈~δ,~γ〉H−1,H1

0
= 0, ∀~δ ∈ Y,

(6.15)

with 



Y = {~δ ∈ (H−1(Ω))n : div~δ ∈ H−1(Ω)},
a(·, ·) : X ×X → R : a((~u, p), (~v, q)) = (grad~u, grad~v)L2 ,

b(·, ·) : X × Y → R : b((~u, p), ~δ) = 〈~δ, ~u〉H−1,H1
0
− 〈div~δ, p〉H−1,H1

0
.

(6.16)

(And (6.15)2 gives ~u− ~gradp− 1
λ~γ = 0.) And it is shown that Y is a Banach space for the norm

||~δ||Y def
= ||~δ||H−1(Ω)n + ||div~δ||H−1(Ω).
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Remark 6.7 Y is the space corresponding to 1
λ = 0 (i.e. λ “infinitely large”), cf. Kirchhoff–Love shell

model: {
a((~u, p), (~v, q)) + b((~v, q), ~γ) = (~f,~v)L2 + (g, q)L2 , ∀(~v, q) ∈ X,

b((~u, p), ~δ) = 0, ∀~δ ∈ Y,
(6.17)

to be compared with (6.15).
For a discretization with finite elements, finite dimensional spaces are often chosen s.t. Vh ⊂ L2(Ω)

n
,

Yh ⊂ L2(Ω)
n

and Qh ⊂ C0(Ω;R); And then (6.15) is meaningful in Vh ×Qh × Yh with b((~uh, ph), ~δh) =

(~δh, ~uh − ~gradph)L2(Ω).

Let B : X → Y ′ be the operator associated to b(·, ·), that is, 〈B(~v, q), ~δ〉H1
0 ,H

−1 := b((~v, q), ~δ), i.e.,

B(~v, q) = ~v − ~gradq.

Then, with Poincaré inequality, it is easy to check that a(·, ·) is coercive on Ker(B) = {(~v, q) ∈ X : ~v =
~gradq}.

Then is shown that B is surjective (inf-sup condition), that is,

∃k > 0, ∀~δ ∈ Y, sup
(~v,q)∈X

b((~v, q), ~δ)

||(~v, q)||X ||~δ||Y
≥ k.

See e.g. Chapelle [10], Brezzi et Fortin [8].

6.5.2 discrete problem

The discrete inf-sup condition has to be satisfied: this lead to numerous articles. There are two
difficulties:

1- An adequat choice of finite element spaces to satisfy the inf-sup condition (it the stabilization is not
used), la stabilisation de ~γh, ou le choix adequat d’éléments finis compatibles pour satisfaire la condition
inf-sup,

2- An adequat choice of finite element spaces to satisfy the coercivity of a(·, ·) on the kernel Ker(Bh)
(with Bh the discrete operator). But this problem can be easily fixed by modiying (6.1) into

M̃(~v, q) =
1

2
||grad~v||2L2(Ω)+

1

2
||~v− ~gradq||L2(Ω)+

λ− 1

2
||~v− ~gradq||L2(Ω)−(~f,~v)L2(Ω)−(g, q)L2(Ω), (6.18)

that is, by replacing a(·, ·), cf. (6.16), with

ã((~u, p), (~v, q)) = (grad~u, grad~v)L2 + (~u− ~gradp,~v − ~gradq)L2 .

And we consider (6.15) with ã(·, ·) instead of a(·, ·).
Now ã(·, ·) is coercive sur X (thanks to (9.28)), thus on Ker(B) = {(~v, q) : ~v = ~gradq}, and we

get a similar problem to the Stokes problem (choice of adequat finite element spaces, or choice of a
stabilization).
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7 Weak Dirichlet condition

(See Babuška [2] for the initial manuscript.)

7.1 Initial problem

Let f ∈ L2(Ω) and d ∈ H
1
2 (Γ). Let ud ∈ H1(Ω) s.t. ud|Γ = d; Such a function ud exists since the trace

operator Γ0 : H1(Ω) → L2(Γ) is surjective onto Γ, cf. (9.8). Let d+H1
0 (Ω) := ud+H

1
0 (Ω) = {ud+ v, v ∈

H1
0 (Ω)}, affine space in H1(Ω) independent of the choice of ud the reverse image of d by γ0 (trivial).

Consider the problem: Find u ∈ d+H1
0 (Ω) s.t.

{
−∆u+ u = f dans Ω,

u|Γ = d sur Γ.
(7.1)

Thanks to the Lax–Milgram theorem, this problem is well-posed.

7.2 Mixed problem

The aim is to impose the Dirichlet condition with a Lagrangian multiplier. So the problem becomes:
Find (u, λ) ∈ H1(Ω)×H− 1

2 (Γ) s.t.




(u, v)H1(Ω) + 〈λ, v〉
H− 1

2 (Γ),H
1
2 (Γ)

= (f, v)L2(Ω), ∀v ∈ H1(Ω),

〈u, µ〉
H

1
2 (Γ),H− 1

2 (Γ)
= 〈d, µ〉

H
1
2 (Γ),H− 1

2 (Γ)
, ∀µ ∈ H− 1

2 (Γ).
(7.2)

If (u, λ) exists in H1(Ω)×H− 1
2 (Γ), then we get:





−∆u+ u = f ∈ L2(Ω),

u = d ∈ H
1
2 (Γ),

λ = −∂u
∂n

∈ H
1
2 (Γ).

(7.3)

Interpretation of the Lagrangian multiplier: λ is, up to the sign, the force ~gradu.~n needed on Γ for u to
stay equal to d on Γ.

With {
a(u, v) = (u, v)H1(Ω),

b(v, λ) = 〈v, λ〉
H

1
2 (Γ),H− 1

2 (Γ)
,

(7.4)

(7.2) has the appearance of (1.1) with V = H1(Ω) and Q = H− 1
2 (Γ). And a(·, ·) is bilinear (trivial)

continuous and coercive (it is the V = H1(Ω)-inner product), and b(·, ·) is bilinear (trivial) continuous
since |b(v, λ)| ≤ ||v||

H
1
2 (Γ)

||λ||
H− 1

2 (Γ)
and γ0 is continuous (so ||v||

H
1
2 (Γ)

≤ ||γ0|| ||v||H1(Ω)).

We have Q′ = H
1
2 (Γ), so B :

{
H1(Ω) → H

1
2 (Γ)

v → Bv = γ0(v)

}
is linear continuous (since b(·, ·) is bilinear

continuous) and surjective (definition of H
1
2 (Γ)), thus Im(Bt) is closed in V ′ = H1(Ω)

′
, with Bt :{

H− 1
2 (Γ) → H1(Ω)

′

λ → Btλ

}
defined by 〈Btλ, v〉H1(Ω)′,H1(Ω) = 〈v, λ〉

H
1
2 (Γ),H− 1

2 (Γ)
. Thus

∃k > 0, ∀λ ∈ H− 1
2 (Γ), ||Btλ||H1(Ω)′ ≥ k ||λ||

H− 1
2 (Γ)/KerBt

. (7.5)

(That is, ∃k > 0, inf
λ∈H− 1

2 (Γ)

sup
v∈H1(Ω)

|b( v

||v||H1(Ω)||
,

λ

λ||
H− 1

2 (Γ)

)| ≥ k.)

Remark 7.1 The computation of λ may give disappointing results since the control for λ is done with
the ||.||

H− 1
2 (Γ)

-norm, cf. (7.5) (not even a ||.||L2(Γ) control). So numerical problems are expected.

Remark 7.2 This mixed problem leads to “transmission problems” (or hybrid problems) with “mortar
finite elements”, see Bernardi, Maday, Patera.

The associated Lagrangian is (saddle point problem)

L(u, λ) =
1

2
(|| ~gradu||2L2(Ω) + ||u||2L2(Ω)) + 〈u− d, λ)

H
1
2 (Γ),H− 1

2 (Γ)
− (f, v)L2(Ω), (7.6)
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7.3 Discrete problem

Let Vh ⊂ H1(Ω) and Λh ⊂ H− 1
2 (Γ) be finite dimension spaces. The discrete problem relative to (7.2)

is: Find (uh, λh) ∈ Vh × Λh s.t.
{

(uh, vh)H1(Ω) + (vh, λh)L2(Γ) = (f, vh)L2(Ω), ∀vh ∈ Vh,

(uh, µh)L2(Γ) = (d, µh)L2(Γ), ∀µh ∈ Λh.
(7.7)

7.4 Finite elements Pk−C0: unstable

7.4.1 The discrete inf-sup condition

Consider the Lagrange finite elements Vh = Pk−C0 in Ω and Λh = γ0(Vh) Pk−C0 on Γ. The discrete

(trace) operator Bh = γ0|Γ :

{
(Vh, ||.||H1(Ω)) → (Λh, ||.||

H
1
2 (Γ)

)

vh → γ0(vh) = vh|Γ

}
is continuous and surjective (trivial

here with Pk-C
0 finite elements for both Vh and Λh), thus (7.5) holds with some kh instead of k, and Qh

instead of Q. But the control on λh is very weak (a H− 1
2 (Γ) control), and kh a priori depends on h.

7.4.2 Barbosa et Hughes

(See Barbosa and Hughes [3], Pitkäranta [27], Stenberg [31]).
A finite element mesh Th is defined in Ω, and the trace of this mesh on Γ will be used as a mesh on Γ.
Barbosa and Hughes stabilize the Lagrangian multiplier λ with its value λ = − ∂u

∂n , cf. (7.3). Thus the
problem now reads: Find (uh, λh) ∈ Vh × Λh s.t., for all (vh, µh) ∈ Vh × Λh,






(uh, vh)H1(Ω) +

∫

Γ

vhλh dΓ− αh

∫

Γ

(λh+
∂uh
∂n

)
∂vh
∂n

dΓ = (f, vh)L2(Ω),

∫

Γ

uhµh dΓ− αh

∫

Γ

(λh+
∂uh
∂n

)µh dΓ =

∫

Γ

dµh dΓ,

(7.8)

with α a constant to be chosen, corresponding to the saddle point of the modified Lagrangian

Lh(u, λ) = L(u, λ)− αh ||λ+∂u
∂n

||2L2(Γ), (7.9)

cf. (7.6). See Stenberg [31].
We then get the “penalized” problem, written here as the matrix problem

(
A Bt

B −αC

)
.

(
~u
p

)
=

(
~f
~g

)
. (7.10)

Theorem 7.3 (Barbosa and Hughes [3], Pitkäranta [27].) The mesh Th is supposed to be quasi-uniform,
that is, the following inverse inequality is true:

∃Ci > 0, ∀vh ∈ Vh, h
1
2 ||∂vh

∂n
||L2(Γ) ≤ Ci || ~gradvh||L2(Ω). (7.11)

And α is supposed small enough (not to destroy the coercivity for u), namely:

0 < α <
1

Ci
. (7.12)

Then the stabilized problem (7.8) is well posed, and for Pk-C0 finite elements, as soon as the exact
solution u is in Hk+1(Ω), and we get the usual a priori estimate

||u− uh||H1(Ω) ≤ Chk||u||Hk+1(Ω),

C being a constant independent of h.

Proof. See Barbosa–Hughes [3] and Stenberg [31].

Remark 7.4 The inequality (7.11) also reads

h

∫

Γ

( ~gradv.~n)2 dΓ ≤ C2
i

∫

Ω

|| ~gradv||2
Rn dΩ,

where h on the left hand side is expected: (h
∫
Γ) has a volume dimension, same dimension as (

∫
Ω), for a

quasi-uniform mesh.
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7.4.3 Multiplier elimination: Nitsche method

Stenberg [31] has shown that Barbosa and Hughes [3] method is equivalent to Nitsche [26] method
when Λh = P0(Γh) and Vh = P1(Ωh) (when the mesh on Γ is the trace of the mesh in Ω): Find uh ∈ Vh
s.t., for all vh ∈ Vh,

(uh, vh)H1(Ω) − 〈∂uh
∂n

, vh〉Γ − 〈∂vh
∂n

, uh − d〉Γ + γ
∑

E∈Eh

1

hE
〈uh − d, vh〉E = (f, vh)L2(Ω),

for some γ > 0, i.e., find uh ∈ Vh s.t., for all vh ∈ Vh,






(uh, vh)H1(Ω) − 〈∂uh
∂n

, vh〉Γ − 〈∂vh
∂n

, uh〉Γ + γ
∑

E∈Eh

1

hE
〈uh, vh〉E

= (f, vh)L2(Ω) − 〈∂vh
∂n

, d〉Γ + γ
∑

E∈Eh

1

hE
〈d, vh〉E .

(7.13)

We then get uΓ = d. This method is simpler to compute since no Lagrangian multiplier intervenes.

Proposition 7.5 If (7.11), if γ > Ci, if Vh = Pk-C0 and u ∈ Hk+1(Ω), then (7.13) gives the usual result:

||u− uh||H1(Ω) ≤ Chk||u||Hk+1(Ω).

Proof. See Stenberg [31].

Comparison of the method of Nitsche with the method of Barbosa and Hughes : (7.8)2 gives

λh = −ΠΛh
(
∂uh
∂n

) +
1

αh
(uh−d).

Thus (7.8)1 becomes

(uh, vh)H1(Ω) −
∫

Γ

ΠΛh
(
∂uh
∂n

)vh dΓ−
∫

Γ

ΠΛh
(
∂vh
∂n

)uh dΓ +
1

αh

∫

Γ

uhvh dΓ

− αh(

∫

Γ

∂uh
∂n

∂vh
∂n

−ΠΛh

∂uh
∂n

ΠΛh

∂vh
∂n

dΓ)

= (f, vh)L2(Ω) −
∫

Γ

gΠΛh

∂vh
∂n

dΓ +
1

αh

∫

Γ

gvh dΓ,

With Λh = P0 and Vh = P1 we then get ΠΛh
(∂uh

∂n ) = ∂uh

∂n , and then (7.13).
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Part III

Theory

Most of the results can be found in Brézis [6].

8 The open mapping theorem

8.1 Notations

If E and F are linear spaces, a map T : E → F is linear iff T (x1 + λx2) = T (x1) + λT (x2) for all
x1, x2 ∈ E and all λ ∈ R; And then T (x) is denoted T.x or Tx.

Let (E, ||.||E) be a normed space. Let BE(x, ρ) = {x′ ∈ E; ||x′ − x||E < ρ} the ball of radius ρ > 0
centered at x ∈ E.

If (E, ||.||E) and (F, ||.||F ) are two normed spaces, if T :

{
E → F

x → T (x)

}
is a linear map, then T is

said to be continuous (or bounded) iff

∃c > 0, ∀x ∈ E, ||T.x||F ≤ c ||x||E . and then ||T || := sup
x∈BE(0,1)

||T.x||F . (8.1)

In the sequel, the space E and F will be Banach spaces (complete for the norm in use).
Let L(E;F ) be the set of linear continuous mapping from E to F . Then

||.||L(E;F ) :





L(E;F ) → R

T → ||T ||L(E;F ) := sup
x∈BE(0,1)

||T.x||F denoted
= ||T || (8.2)

define a norm in L(E;F ) (easy check), and (L(E;F ), ||.||) is a Banach space (check: If (Tn)N∗ is a
Cauchy sequence, that is ||Tn − Tm|| −→n,m→∞ 0, then, for any x ∈ E, ||(Tn − Tm)(x)||F −→n,m→∞ 0,
thus (Tn(x))N∗ is a Cauchy sequence in F complete, thus converge to a yx ∈ F ; Then define T : x ∈ E →
T (x) = yx: It is easy to check that T is linear and continuous with ||T − Tn|| −→n→∞ 0.)

Let E′ := L(E;R), called the dual of E (the set of linear continuous real valued functions, R being
provided with its usual norm). For ℓ ∈ E′ and x ∈ E denote:

ℓ(x) = ℓ.x = 〈ℓ, x〉E′,E ∈ R. (8.3)

So, cf. (8.1),
||ℓ||E′ = sup

x∈BE(0,1)

|ℓ.x| = sup
x∈BE(0,1)

|〈ℓ, x〉E′,E| (8.4)

defines a norm in E′ s.t. (E′, ||.||E′) is a Banach space.
If T ∈ L(E;F ) (linear and continuous) then its adjoint is the linear map T ′ : F ′ → E′ characterized

by:

T ′ :

{
F ′ → E′

ℓ → T ′(ℓ)
denoted

= T ′.ℓ, where 〈T ′.ℓ, x〉E′,E := 〈ℓ, T.x〉F ′,F , ∀x ∈ E.
(8.5)

Proposition 8.1 T ′ is continuous with
||T ′|| = ||T ||. (8.6)

Thus T ′ ∈ L(F ′, E′).

Proof. ||T ′.ℓ||E′ = sup||x||E≤1 |〈T ′.ℓ, x〉E′,E | = sup||x||E≤1 |〈ℓ, T.x〉F ′,F | ≤ sup||x||E≤1 ||ℓ||F ′ ||T.x||F =
sup||x||E≤1 ||T || ||x||E ||ℓ||F ′ = ||T || ||ℓ||F ′ , thus ||T ′|| ≤ ||T ||; And similarly ||T.x||F ≤ ||T ′|| ||ℓ||F ′ , thus
||T || ≤ ||T ′||.

E′′ = (E′)′ = L(E′;R) is a Banach space (since R is complete). Let

J :

{
E → E′′ = L(E′;R)

x → J(x), where J(x)(ℓ) := ℓ.x, ∀x ∈ E.
(8.7)
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J is linear (trivial), is continuous, with ||J || = supx∈BE(0,1) |J(x)| = supx∈BE(0,1)(supℓ∈BE′(0,1) |J(x)(ℓ)|) =
supx∈BE(0,1)(supℓ∈BE′ (0,1) |ℓ.x|) = supx∈BE(0,1)(||x||E) = 1, and injective (one-to-one) since J(x) = 0 im-
plies ℓ.x = 0 for all ℓ ∈ E′ that implies x = 0. Thus J is a “canonical injection”.

Thus J(E) = Im(E), the range or image of E by J , can be identified to a subspace of E′′.

Definition 8.2 A Banach space E is reflexive iff J is bijective (= one-to-one and onto), and then is
identified with E, denoted E′′ ≃ E, and J(x) is denoted x.

(Remark: A Hilbert space is always reflexive, and a reflexive Banach space “almost” behaves like a
Hilbert space for computation purposes (with the use of the bracket 〈., .〉E′,E similar to the use of a
inner product). There are however some substantial differences: e.g. in a reflexive Banach space there
exist closed subspaces without any complement, whereas in a Hilbert space any closed subspace has a
complement (even an orthogonal one); And this causes some theoretical difficulties treated in the sequel.)

8.2 The open mapping theorem

Theorem 8.3 (Open mapping theorem) Let E and F be Banach spaces. If T ∈ L(E;F ) (linear and
continuous) is surjective (= onto, i.e. Im(T ) = F ), then

∃γ > 0 s.t. T (BE(0, 1)) ⊃ BF (0, γ). (8.8)

That is, if T is linear continuous and surjective, then any open set in E is transformed by T into an open
set in F . So T (BE(0, 1)) is not “flat” (it contains an open set).

And the converse is true: if (8.8) then T is surjective.

Proof. See Brézis [6]. Steps : 1- T being onto, we have
⋃

n∈N∗ T (BE(0, n)) = F , and Baire’s Theorem

gives the existence of a closed space T (BE(0, n)) containing an open set; 2- The linearity of T then implies
that T (BE(0, 1)) contains an open set BF (0, 2γ) for some γ > 0. 3- And T being continuous and E being
complete we get T (BE(0, 1)) ⊃ BF (0, γ).

Converse: T (BE(0, 1)) ⊃ BF (0, γ), and T is linear, so T (E) = F .

Corollary 8.4 If T ∈ L(E;F ) is bijective, i.e. injective (= one-to-one) and surjective (= onto), then the
linear map T−1 : F → E is continuous, that is,

∃γ > 0, ∀y ∈ F, ||T−1.y||E ≤ 1

γ
||y||F . (8.9)

Thus
∃γ > 0, ∀x ∈ E, ||T.x||F ≥ γ||x||E . (8.10)

Proof. Then T bijective gives T−1(BF (0, γ)) ⊂ BE(0, 1). And T−1 is linear since T is, thus T−1(BF (0, 1)) ⊂
BE(0,

1
γ ). So y ∈ BF (0, 1) gives ||T−1.y||E ≤ 1

γ ||y||F , i.e. (8.9). Then y = T.x gives (8.10) (bijectivity).

Remark 8.5 If T is bijective between Banach spaces, then the problem: For b ∈ F find x ∈ E s.t. T.x = b
is well-posed, that is, has a unique solution x = T−1.b s.t. ∃c > 0 (independent of b), ||x||E ≤ c||b||F (the
inverse T−1 is continuous). Indeed, the bijectivity of T gives a unique solution x = T−1.b, and (8.9) gives
||x||E = ||T−1.b||E ≤ 1

γ ||b||F .

Remark 8.6 A linear continuous bijective mapping between two infinite dimensional Banach spaces

behaves like in finite dimension, e.g. like T : R2 → R
2 given by its matrix

(
−2 0
0 3

)
. Here ||T || = 3,

T−1 =

(
− 1

2 0
0 1

3

)
, and ||T−1|| = 1

2 = 1
γ .

Remark 8.7 The bijectivity between Banach spaces (complete spaces) is required:
Let ℓ2 = {(xn)N∗ ∈ R

N
∗

:
∑

n∈N∗ x2n < ∞} (the space of finite energy sequences), let E = F = ℓ2,
and let T : ℓ2 → ℓ2 be given by T ((xn)N∗) = (xn

n )N∗ for any (xn) ∈ ℓ2, that is, with (en)N∗ the
canonical basis in ℓ2, T.en = 1

nen (the associated generalized matrix is the infinite diagonal matrix
diag(1, 12 , ...,

1
n , ...).) Here T is injective since Ker(T ) = {0} (trivial), but not surjective since ( 1n )N∗ ∈ ℓ2
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has no counterimage in ℓ2 (it would be the constant sequence (1)N∗ /∈ ℓ2). And its range Im(T ) is dense
in ℓ2: Indeed, if (yn)N∗ ∈ ℓ2 then let xn = nyn, so that (xn)N∗ ∈ R

N
∗

, and for N ∈ N
∗, define the

truncated sequence (xNn )N∗ by xNn = xn if n ≤ N and xNn = 0 otherwise; then (xNn ) ∈ ℓ2 (trivial) and
∀ε > 0, ∃N ∈ N

∗, ||yn − TxNn ||2ℓ2 =
∑∞

n=N+1 y
2
n < ε). Here Im(T ) is not closed in ℓ2 (since dense and

closed would imply Im(T ) = ℓ2), and Im(T ) is “flat” in ℓ2, that is, T (Bℓ2(0, 1)) does not contain any
open ball: In this example it can be seen with the canonical basis (en)N∗ that verifies T−1.en = nen, so
that T−1(Bℓ2(0, 1)) is not bounded (if one prefers, T−1(12γen) = n 1

2γen /∈ T (Bℓ2(0, 1)) as soon as n > 2
γ

although 1
2γen ∈ Bℓ2(0, γ)).

Corollary 8.8 If T ∈ L(E;F ) (linear and continuous) is injective (=one-to-one), and if Im(T ) is closed
in F , then

∃γ > 0, ∀x ∈ E, ||T.x||F ≥ γ||x||E . (8.11)

Proof. For y ∈ Im(T ) denote ||y||Im(T ) := ||y||F for all y ∈ Im(T ). So ||.||Im(T ) is a norm in Im(T ) (trivial).
Then Im(T ) closed in F implies (Im(T ), ||.||Im(T )) = (Im(T ), ||.||F ) is a Banach space denoted Im(T ). Let

TR :

{
E → Im(T )

x → TR(x) = T (x).
(8.12)

Then TR is linear continuous bijective between Banach spaces. Thus (8.10) gives ∃γ > 0, ∀x ∈ E,
||TR.x||Im(T ) ≥ γ||x||E , i.e. (8.11).

8.3 Quotient space E/Ker(T ), and open mapping theorem

Let E and F be banach spaces. Let T ∈ L(E;F ) (linear and continuous). Then K = Ker(T ) =
T−1({0}) (the kernel of T ) is linear subspace that is closed (since T is continuous).

Consider the relation in E defined by: x ∼ y iff x − y ∈ K. This is an equivalence relation (easy
check). Let E/K = {Z ⊂ E : ∃x ∈ E, Z = x + K} = {x + K : x ∈ E} be the set of the equivalence
classes (quotient space). An element of E/K is denoted ẋ = x+K. In particular 0̇ = K.

The (usual) operators + in E/K and . on E/K are defined by, if ẋ = x+K, ẏ = y +K and λ ∈ R,

ẋ+ ẏ = x+ y +K, and λ.ẋ = λx+K, (8.13)

definition independent of the x′ ∈ ẋ and y′ ∈ ẏ (easy check). Then (E/K,+, .) is a linear space (easy
check) with 0̇ the zero in E/K.

Lemma 8.9 The canonical map π :

{
E → E/K

x → π(x) := x+K = ẋ

}
is linear and surjective.

Proof. Linearity: π(x+λy) = (x+λy)+K = x+K+λy+λK = π(x)+λπ(y) since K is a linear space
(so K = K + λK).

Surjectivity: If ẋ ∈ E/K then ∃x ∈ E s.t. ẋ = x+K = π(x) (definition of E/K).

For ẋ ∈ E/K, define ||.||E/K : E/K → R by

||ẋ||E/K = ||π(x)||E/K := inf
x0∈K

||x+ x0||E denoted
= ||x||E/K . (8.14)

Lemma 8.10 ||.||E/K is a norm in E/K, and (E/K, ||.||E/K) is a Banach space.
And π is continuous with ||π|| ≤ 1.

Proof. ||ẋ||E/K = 0 ⇔ infx0∈K ||x+ x0||E = 0 ⇔ ||x||E ≤ 0 since 0 ∈ K ⇔ x = 0 ⇔ π(x) = 0 (since π is

linear) ⇔ ẋ = K = 0̇.
||λẋ||E/K = infx0∈K ||λx+ x0||E = infx0∈K ||λx + λx0||E = infx0∈K |λ| ||x+ x0||E |λ| ||ẋ||E/K .
||ẋ+ ẏ||E/K = infx0,y0∈K ||x+y+x0+y0||E ≤ infx0,y0∈K ||x+x0||E+ ||y+y0||E ≤ ||ẋ||E/K+ ||ẋ+ ẏ||E/K .
Thus ||.||E/K is a norm in E/K.
Let (ẋn)N∗ be a Cauchy sequence in E/K, that is, ||π(xn − xm)||E/K = ||ẋn − ẋm||E/K −→n,m→∞ 0.

Let a subsequence, still denoted (dxn) s.t. ||π(xk+1 −xk)||E/K < 1
2k

for all k ∈ N
∗. Thus ∃(yk)N∗ ∈ K s.t.
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||xk+1−xk−yk||E < 2
2k

for all k ∈ N
∗, see (8.14). Then let (zk)N∗ be defined by z1 = 0 ad yk = zk+1−zk.

Thus ||xk+1−zk+1−(xk−yk)||E < 2
2k

for all k ∈ N
∗, thus ||xn+1−zn+1−(xm−ym)||E −→n,m→∞ 0, thus

((xn − zn)N∗ is a Cauchy sequence in E, thus converges to a limit w ∈ E. Thus π(xn − zn) = π(xn)− 0
converges to π(w) ∈ E/K, and E/K is closed.

||π(x)||E/K = minx0∈K ||x+ x0||E , and 0 ∈ K (linear subspace), thus ||π(x)||E/K ≤ ||x||E .

Let

T̃ :

{
E/K → F

ẋ → T̃ (ẋ) := T (x) when x ∈ ẋ,
(8.15)

definition independent of x ∈ ẋ since T (x+ x0) = T (x) for all x0 ∈ K (= Ker(T )). In other words, T̃ is

characterized by T̃ ◦ π = T .

Lemma 8.11 T̃ is linear, injective and continuous with ||T̃ || = ||T ||.

Proof. With ẋ = x + K and ẏ = y + K we get ẏ + λẋ = x + λy + K since K is a linear space, thus
T̃ (ẋ + λẏ) = T (x+ λy) = T (x) + λT (y) = T̃ (ẋ) + λT̃ (ẏ), and T̃ is linear.

T̃ .ẋ = 0 ⇒ T (x+ x0) = 0 for all x0 ∈ K ⇒ x+ x0 ∈ K ⇒ x ∈ K ⇒ ẋ = 0̇, thus T̃ is injective.

Let ẋ ∈ E/K. We have ||T̃ (ẋ)||F = ||T.(x + x0)||F ≤ ||T || ||x+ x0||E for all x0 ∈ K, thus ||T̃ (ẋ)||F ≤
||T || minx0∈K ||x+ x0||E = ||T || ||ẋ||E/K . Thus T̃ is continuous, with ||T̃ || ≤ ||T ||.

Let x ∈ E. We have ||T.x||F = ||T̃ .ẋ||F ≤ ||T̃ || ||ẋ||E/K , thus ||T.x||F ≤ ||T̃ || ||x + x0||E for all

x0 ∈ K, with T.x = T (x + x0) for all x0 ∈ K, thus ||T (x + x0)||F ≤ ||T̃ || ||x + x0||E for all x0 ∈ K,

||T.x||F ≤ ||T̃ || ||x||E . Thus ||T || ≤ ||T̃ ||.

Corollary 8.12 Let E and F be banach spaces. If T ∈ L(E;F ) (linear and continuous), and if Im(T )
is closed in F , then

∃γ > 0, ∀x ∈ E, ||T.x||F ≥ γ||x||E/Ker(T ) (= γ inf
x0∈Ker(T )

||x+ x0||E). (8.16)

Proof. K := Ker(T ) = T−1({0}) is closed since T is continuous.

Im(T ) is closed in F , therefore (Im(T ), ||.||F ) is a Banach space denoted Im(T ). Then T̃R : ẋ ∈
E/K → T̃R(ẋ) = T (x) ∈ Im(T ) is linear continuous and bijective between Banach spaces. Thus (8.10)

gives ∃γ > 0, ∀ẋ ∈ E/K, ||T̃R.ẋ||F ≥ γ||ẋ||E/K , i.e. (8.16).

8.4 The inf-sup condition

(8.16) is rewritten

∃γ > 0, inf
x∈E

||T.x||F
||x||E/Ker(T )

≥ γ. (8.17)

(Light writing of ∃γ > 0, infx∈E−{0}
||T.x||F

||x||E/Ker(T )
≥ γ.)

Consider B ∈ L(E;F ′) (linear and continuous). Then (8.17) gives

∃γ > 0, inf
x∈E

||B.x||F ′

||x||E/Ker(T )
≥ γ, (8.18)

Let b(·, ·) : E × F → R be the bilinear form defined by, for all (x, y) ∈ E × F ,

b(x, y) = 〈B.x, y〉F ′,F . (8.19)

Since ||B.x||F ′ = supy∈F
|〈B.x,y〉F′,F |

||y||F , (8.18) gives

∃γ > 0, inf
x∈E

(sup
y∈F

b(x, y)

||x||E/Ker(T )||y||F
) ≥ γ, (8.20)

named the inf-sup condition satisfied by b(·, ·)
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9 Some spaces and their duals

9.1 Divergence, Gradient, Rotationnal

Let (~ei) be a Euclidean basis in R
n, let (·, ·)Rn be the associated inner product, and let ~v.~w := (~v, ~w)Rn .

Let Ω be an open set in R
n. Let (~ei) be a basis in R

n and ∂f
∂xi := df.~ei.

The divergence operator is formally given by

div :





F(Ω;Rn) → R

~v =
n∑

i=1

vi~ei → div~v =
n∑

i=1

∂vi

∂xi
.

(9.1)

(The real value div~v does not depend on the choice of the basis).
The gradient operator is formally given by

~grad :





F(Ω;R) → R
n

f → ~gradf =
n∑

i=1

∂f

∂xi
~ei.

(9.2)

The rotationnal operator is formally given by

~curl :






F(Ω;R3) → R
3

~v =

n∑

i=1

vi~ei → ~curl~v = (
∂v3
∂x2

− ∂v2
∂x3

)~e1 + (
∂v1
∂x3

− ∂v3
∂x1

)~e2 + (
∂v2
∂x1

− ∂v1
∂x2

)~e3.
(9.3)

(In R
2, curl : ~v ∈ R

2 → curl~v = ∂v2
∂x1

− ∂v1
∂x2

∈ R.)

9.2 Some Hilbert spaces

Let Ω be an open set in R
n, n = 1, 2, 3, and Γ = ∂Ω be its boundary.

L2(Ω) = {f : Ω → R :

∫

Ω

f2 dΩ <∞}, (f, g)L2 =

∫

Ω

fg dΩ.

H1(Ω) = {f ∈ L2(Ω) : ~gradf ∈ L2(Ω)
n}, (f, g)H1 = (f, g)L2 + ( ~gradf, ~gradg)L2 .

H2(Ω) = {f ∈ H1(Ω) : d2f ∈ L2(Ω)
n2

}, (f, g)H2 = (f, g)H1 + (d2f, d2g)L2 .

Hdiv(Ω) = {~v ∈ L2(Ω)
n
: div~v ∈ L2(Ω)}, (~u,~v)Hdiv = (~u,~v)L2 + (div~u, div~v)L2 .

Hcurl(Ω) = {~v ∈ L2(Ω)
3
: ~curl~v ∈ L2(Ω)

3}, (~u,~v)Hcurl = (~u,~v)L2 + ( ~curl~u, ~curl~v)L2 .

Integrations by parts : If f ∈ H1(Ω) and ~v ∈ Hdiv(Ω) then
∫

Ω

~gradf.~v dΩ = −
∫

Ω

f div~v dΩ+

∫

Γ

f ~v.~n dΓ. (9.4)

If ~v ∈ H1(Ω)
n

and ~w ∈ Hcurl(Ω) then
∫

Ω

~curl~v.~w dΩ = +

∫

Ω

~v. ~curl~w dΩ +

∫

Γ

~v.(~w ∧ ~n) dΓ. (9.5)

9.3 Some sup-spaces

Closures D(Ω) = C∞
c (Ω) (space of C∞ functions with compact support):

H1
0 (Ω) = {f ∈ H1(Ω) : f|Γ = 0} = D(Ω)

H1

, (f, g)H1
0
= ( ~gradf, ~gradg)L2 .

H2
0 (Ω) = {f ∈ H2(Ω) : f|Γ = 0 et ~gradf.~n|Γ = 0} = D(Ω)

H2

, (f, g)H2
0
= (d2f, d2g)L2 .

Hdiv
0 (Ω) = {~v ∈ Hdiv(Ω) : (~v.~n)|Γ = 0} = D(Ω)n

Hdiv

, (~u,~v)Hdiv
0

= (div~u, div~v)L2 .

Hcurl
0 (Ω) = {~v ∈ Hcurl(Ω) : (~v ∧ ~n)|Γ = 0} = D(Ω)3

Hcurl

, (~u,~v)Hcurl
0

= ( ~curl~u, ~curl~v)L2 .

When Ω is bounded, the given semi-inner products are equivalent to the inner products of the embedding
spaces.
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9.4 Trace operator γ0 and the Hilbert space H
1

2 (Γ)

The trace mapping is

γ0 :

{
H1(Ω) → L2(Γ),

f → γ0(f) = f|Γ.
(9.6)

(Same notation ifor γ0 : ~v ∈ H1(Ω)
n → γ0(~v) = ~v|Γ ∈ L2(Γ)

n
.) If Ω is regular, then

H1
0 (Ω) = Ker(γ0). (9.7)

With Im(T ) the range of a mapping T , let

Im(γ0) = H
1
2 (Γ), and ||d||

H
1
2 (Γ)

= inf
u∈H1(Ω):u|Γ=d

||u||H1 . (9.8)

Proposition 9.1 Let d ∈ H
1
2 (Γ) and let ud ∈ H1(Ω) be the solution of the Dirichlet problem: Find

u ∈ H1(Ω) s.t. {
−∆u + u = 0 in Ω,

u|Γ = d on Γ,
(9.9)

then
||d||

H
1
2 (Γ)

= ||ud||H1 , (9.10)

and ||.||
H

1
2 (Γ)

is the norm of the inner product

(c, d)
H

1
2 (Γ)

:= (uc, ud)H1(Ω). (9.11)

Moreover (H
1
2 (Γ), (·, ·)

H
1
2 (Γ)

) is a Hilbert space.

Moreover γ0 : v ∈ (H1(Ω), ||.||H1(Ω)) → v|γ ∈ (H
1
2 (Γ), ||.||

H
1
2 (Γ)

) is (linear) continuous.

Proof. Let zd ∈ H1(Ω) be an counter image of d ∈ H
1
2 (Γ) (exists by definition of H

1
2 (Γ), cf. (9.8)). So

γ0(zd) = d = zd|Γ. Let u = u0 + zd ∈ H1
0 (Ω) + zd. With (9.9) we get

{
−∆u0 + u0 = ∆zd − zd dans H−1(Ω),

u0|Γ = 0 dans H
1
2 (Γ).

}
(9.12)

Thus u0 ∈ H1
0 (Ω) satisfies

(u0, v0)H1(Ω) = −(zd, v0)H1(Ω), ∀v0 ∈ H1
0 (Ω), (9.13)

and the Lax–Milgram theorem gives the existence of a solution u0 ∈ H1
0 (Ω). Then we check that

ud = u0 + zd is independent of the chosen zd: If z′d satisfies γ(z′d) = d, if the associate solution is u′0, if
u′d = u′0 + z′d, then ud − u′d ∈ H1

0 (Ω) and (ud − u′d, v0)H1(Ω) = 0 for any v0 ∈ H1
0 (Ω), so ud − u′d = 0

(Lax–Milgram theorem). Moreover (9.13) tells that u0 + zd = ud ⊥H1 H1
0 (Ω). Thus we get, for any

v0 ∈ H1
0 (Ω),

||ud + v0||2H1(Ω) = ||ud||2H1(Ω) + ||v0||2H1(Ω) + 2(ud, v0)H1(Ω) = ||ud||2H1(Ω) + ||v0||2H1(Ω) + 0.

So inf w∈H1(Ω)
wΓ=d

||w||2H1(Ω) = infv0∈H1
0 (Ω) ||ud + v0||2H1(Ω) = ||ud||2H1(Ω), denoted ||d||

H
1
2 (Γ)

. Then we define

(c, d)
H

1
2 (Γ)

as in (9.11), and (·, ·)
H

1
2

is trivially bilinear symmetric positive (is an inner product).

Then we check that (H
1
2 (Γ), ||.||

H
1
2
) is complete: If (dn)N∗ ∈ H

1
2 (Γ) is a Cauchy sequel in H

1
2 (Γ)

and if udn is the solution of (9.9), then (udn)N∗ is a Cauchy sequel in (H1(Ω), ||.||H1 ), cf. (9.10), so

converges in H1(Ω) (since H1(Ω) is complete) toward some u ∈ H1(Ω). Then let d := γ0(u) ∈ H
1
2 (Γ).

Since (udn , v0)H1(Ω) = 0 for any v0 ∈ H1
0 (Ω), cf. (9.9), we get (ud, v0)H1(Ω) = 0 for any v0 ∈ H1

0 (Ω)
(continuity of an inner product relatively to itself). Thus ud is the solution of (9.9), and ||d − dn||

H
1
2
=

||u − udn ||H1 −→n→∞ 0.

And γ0 : (H1(Ω), ||.||H1 ) → (H
1
2 (Γ), ||.||

H
1
2 (Γ)

(linear) satisfies, for u ∈ H1(Ω), with d := γ0(u) and ud

solution of (9.9), ||γ0(u)||
H

1
2 (Γ)

= ||ud||H1(Ω) ≤ ||ud+u0||H1(Ω) for any u0 ∈ H1
0 (Ω), thus with u0 = u−ud

we get ||γ0(u)||
H

1
2 (Γ)

= ||u||H1(Ω), so γ0 is bounded (||γ0|| ≤ 1).
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9.5 Some other trace operators

γ1 :





H2(Ω) → L2(Γ),

f → γ1(f) = ( ~gradf)|Γ.~n
denoted

=
∂f

∂~n |Γ
.

(9.14)

γn :




Hdiv(Ω) → H− 1

2 (Γ),

~v → γn(~v) = γ0(~v).~n
denoted

= (~v.~n)|Γ
(9.15)

(and the divergence operator enables the control of ~v.~n on Γ),

~γt :




Hcurl(Ω) → H− 1

2 (Γ)
3
,

~v → ~γt(~v) = γ0(~v) ∧ ~n denoted
= (~v ∧ ~n)|Γ

(9.16)

(and the rotational operator enables the control ~v ∧ ~n on Γ.

9.6 Some Dual spaces

Banach spaces:

(L2(Ω))′ ≃ L2(Ω) (usual identification) ||f ||L2(Ω)′ = ||f ||L2(Ω).

L2
0(Ω) = {f ∈ L2(Ω) :

∫

Ω

f dΩ = 0} ≃ L2(Ω)/R, ||f ||L2
0
= inf

c∈R

||f + c||L2 .

H−1(Ω) = H1
0 (Ω)

′
, ||f ||H−1 = sup

v∈H1
0 (Ω)

〈f, v〉
||v||H1

0

.

H− 1
2 (Γ) = (H

1
2 (Γ))′, ||µ||

H− 1
2 (Γ)

= sup
λ∈H

1
2 (Γ)

|〈µ, λ〉|
||λ||

H
1
2 (Γ)

.

(9.17)

We have identified (L2(Ω))′ with L2(Ω) thanks to the Riesz representation theorem in (L2(Ω), (·, ·)L2),
that is,

∀ℓ ∈ L2(Ω)
′
, ∃!f ∈ L2(Ω), ∀g ∈ L2(Ω), 〈ℓ, g〉L2′,L2 = (f, g)L2(Ω), and ||f ||L2(Ω) = ||ℓ||L2(Ω)′ . (9.18)

Thus H1
0 (Ω) ⊂ H1(Ω) ⊂ L2(Ω) ≃ L2(Ω)

′ ⊂ (H1(Ω))′ ⊂ H−1(Ω). And L2(Ω) is named the “pivot space”
(a central space in distribution theory of Schwartz [29]).

Proposition 9.2 Let λ ∈ H− 1
2 (Γ) and let wλ ∈ H1(Ω) be the solution of the Nenmann problem: Find

w ∈ H1(Ω) s.t. 



−∆w + w = 0 dans Ω,

∂w

∂n
= λ sur Γ,

(9.19)

then
||λ||

H− 1
2 (Γ)

= ||wλ||H1(Ω). (9.20)

Proof. (9.19) reads (w, v)H1(Ω) = 〈λ, v〉
H− 1

2 (Γ),H
1
2 (Γ)

for all v ∈ H1(Ω), thus (9.19) has a unique so-

lution wλ (Lax–Milgram theorem: The bilinear form given by a(u, v) = (u, v)H1(Ω) is trivially H1(Ω)-
continuous and coercive, and the linear form given by ℓ(v) = 〈λ, v〉

H− 1
2 (Γ),H

1
2 (Γ)

is continuous since
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|ℓ(v)| ≤ ||λ||
H− 1

2 (Γ)
||γ0(v)||

H
1
2 (Γ)

≤ ||λ||
H− 1

2 (Γ)
||v||H1(Ω), cf. prop. 9.1). And :

||λ||
H− 1

2 (Γ)
= sup

d∈H
1
2 (Γ)

|〈λ, d〉
H− 1

2 (Γ),H
1
2 (Γ)

|
||d||

H
1
2 (Γ)

(definition)

= sup
d∈H

1
2 (Γ)

|〈λ, ud〉
H− 1

2 (Γ),H
1
2 (Γ)

|
||ud||H1(Ω)

(cf. (9.11))

= sup
d∈H

1
2 (Γ)

|(wλ, ud)H1(Ω)|
||ud||H1(Ω)

(cf. (9.19))

≤ ||wλ||H1(Ω), (Cauchy–Schwarz in H1(Ω)).

(9.21)

Et γ0(wλ) ∈ H
1
2 (Γ) gives

||λ||
H− 1

2 (Γ)
≥

|〈λ, γ0(wλ)〉
H− 1

2 (Γ),H
1
2 (Γ)

||γ0(wλ)||
H

1
2 (Γ)

| (by definition of the sup)

≥ |(wλ, wλ〉H1(Ω)|
||γ0(wλ)||

H
1
2 (Γ)

(cf. (9.19))

≥ ||wλ||H1(Ω) (since ||γ0(wλ)||
H

1
2 (Γ)

≤ ||wλ||H1(Ω) cf. (9.8)).

(9.22)

Thus (9.20).

9.7 Dual of H1(Ω) and Hdiv(Ω) (characterizations)

Theorem 9.3 Dual of H1(Ω).

ℓ ∈ (H1(Ω))′ ⇒ ∃(f, ~u) ∈ L2(Ω)× L2(Ω)
n
: 〈ℓ, ψ〉 = (f, ψ)L2 + (~u, ~gradψ)L2 ∀ψ ∈ H1(Ω). (9.23)

Dual of H1
0 (Ω).

ℓ ∈ H−1(Ω) ⇒ ∃(f, ~u) ∈ L2(Ω)× L2(Ω)
n

t.q. ℓ = f − div~u. (9.24)

And if Ω is bounded then we can choose f = 0 (with (H1
0 (Ω), (·, ·)H1

0
)).

Proof. (from Brézis [6].) Characterization of H1(Ω)
n
. Define Z := L2(Ω) × L2(Ω)

n
provided with

the inner product ((φ, ~u), (ψ,~v))Z = (φ, ψ)L2 + (~u,~v)L2 so that Z is a Hilbert space. Define T :{
H1(Ω) → Z

ψ → Tψ = (ψ, ~gradψ)

}
. So ||ψ||H1 = ||Tψ||Z = ||(ψ, ~gradψ)||Z , and T : (H1

0 (Ω), (·, ·)H1
0
) →

(Im(T ), ||.||Z) is an isometry. Let ℓ ∈ H1(Ω)
′
. Define

ΦIm(T ) :

{
Im(T ) → R

(ψ,~v= ~gradψ) → 〈ΦIm(T ), (ψ,~v)〉Z′,Z = 〈ℓ, T−1(ψ,~v)〉H1 ′,H1 = 〈ℓ, ψ〉H1′,H1 .

ΦIm(T ) is linear (trivial) and continuous since ℓ and T−1 are. With Hahn–Banach theorem, extend

ΦIm(T ) to Z, so that we get a linear countinous form ΦZ :

{
Z → R

(ψ,~v) → 〈ΦZ , (ψ,~v)〉

}
. Then the Riesz

representation theorem gives: ∃(φ, ~u) ∈ Z s.t. 〈ΦZ , (ψ,~v)〉 = ((φ, ~u), (ψ,~v))Z =
∫
Ω φψ dΩ +

∫
Ω ~u.~v dΩ for

all (ψ,~v) ∈ Z. Then take (ψ,~v= ~gradψ) ∈ Im(T ) to get (9.23).
Similar proof for (9.24).

Theorem 9.4 Dual de Hdiv(Ω).

F ∈ (Hdiv(Ω))′ ⇒ ∃(~f, φ) ∈ L2(Ω)
n × L2(Ω) s.t. 〈F,~v〉 = (~f,~v)L2 + (φ, div~v)L2 , ∀~v ∈ Hdiv(Ω).

(9.25)
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Dual de Hdiv
0 (Ω). In particular

F ∈ Hdiv
0 (Ω)

′ ⇒ ∃(~f, φ) ∈ L2(Ω)
n × L2(Ω) s.t. F = ~f − ~gradφ. (9.26)

And if Ω is bounded we can choose ~f = 0 (with (Hdiv
0 (Ω), (·, ·)Hdiv

0
)).

Proof. (Similar to the proof of (9.23).) Define Z = L2(Ω)
n × L2(Ω) provided with the inner product

((~u, p), (~v, q))Z = (~u,~v)L2+(p, q)L2 so that (Z, (·, ·)Z) is a Hilbert space. Define T :

{
Hdiv(Ω) → Z

~v → T~v = (~v, div~v)

}
.

So ||~v||Hdiv = ||T~v||Z = ||(~v, div~v)||Z , and T : (Hdiv(Ω), ||.||Hdiv) → (Im(T ), ||.||Z) is an isometry. Let

F ∈ Hdiv(Ω)
′
. The mapping (~v, q=div~v) ∈ Im(T ) → 〈F, T−1(~v, q)〉Hdiv ′,Hdiv = 〈F,~v〉Hdiv′,Hdiv is a linear

form (trivial) that is continuous since F and T−1 are. With Hahn–Banach theorem, extend it to Z to
get a linear continuous form named Φ : (~v, q) ∈ Z → 〈Φ, (~v, q)〉. Then the Riesz representation theorem
gives: ∃(~u, p) ∈ Z s.t. 〈Φ, (~v, q)〉 = ((~u, p), (~v, q))Z =

∫
Ω
~u.~v dΩ +

∫
Ω
pq dΩ for all (~v, q) ∈ Z. An choose

(~v, q=div~v) ∈ Im(T ) to get (9.25).
Similar proof for (9.26).

9.8 Kernel of the trace operators

Ω is supposed to be a regular open set.

Ker(γ0) = H1
0 (Ω), Im(γ0) = H

1
2 (Γ) dense in L2(Γ).

Ker(γ1) ∩Ker(γ0) = H2
0 (Ω), Im(γ1) = H

1
2 (Γ).

Ker(γn) = Hdiv
0 (Ω), Im(γn) = H− 1

2 (Γ).

Ker(~γt) = Hcurl
0 (Ω), Im(~γt) = H− 1

2 (Γ)
3
.

(9.27)

9.9 Poincaré–Friedrichs

(See e.g. manuscript “Eléments finis”, or Raviart–Thomas [28], or Ciarlet [12]...
If Ω is bounded (at least in one direction), then we have Poincaré’s inequality in H1

0 (Ω): There exists
cΩ > 0 s.t

∀v ∈ H1
0 (Ω), ||v||L2 ≤ cΩ|| ~gradv||L2 , (9.28)

and the norms ||v||H1(Ω) and || ~gradv||L2(Ω) are equivalent in H1
0 (Ω) (this space is closed in H1(Ω) it is

the closure of D(Ω) in H1(Ω)).
And if Ω is bounded then there exists cΩ > 0 s.t:

∀v ∈ H1
0 (Ω)

⋂
H2(Ω), ||v||H2(Ω) ≤ cΩ||∆v||L2(Ω). (9.29)

and the norms ||v||H2(Ω) and ||∆v||L2(Ω) are equivalent in H1
0 (Ω)

⋂
H2(Ω) (this space is not closed

in H1(Ω)).

9.10 L2(Ω)
n

Decomposition (Helmholtz)

Let Ω ⊂ R
n an open regular bounded set. Let div : Hdiv(Ω) → L2(Ω), so Ker(div) = {~v ∈ Hdiv(Ω) :

div~v = 0}. And let

Ker(div)0 = Ker(div) ∩Hdiv
0 (Ω) = {~v ∈ Ker(div) : (~v.~n)|Γ = 0}, (9.30)

the subspace of incompressible functions with Γ impervious.

Theorem 9.5 {
L2(Ω)

n
= ~grad(H1

0 (Ω))⊕⊥L2 Ker(div),

L2(Ω)
n
= ~grad(H1(Ω))⊕⊥L2 Ker(div)0,

(9.31)

i.e, for any ~f ∈ L2(Ω)
n

there exists (φ, ~w) ∈ ~grad(H1
0 (Ω)) × Ker(div) for (9.31)1, and there exists

(φ, ~w) ∈ ~grad(H1(Ω))×Ker(div)0 for (9.31)2, s.t.

~f = ~gradφ+ ~w, with ( ~gradφ, ~w)L2 = 0. (9.32)
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Proof. Let ~f ∈ L2(Ω)
n
.

For (9.31)1, consider the solution of the homogenous Dirichlet problem: Find φ ∈ H1
0 (Ω) s.t. ∆φ =

div ~f (distribution), meaning, find φ ∈ H1
0 (Ω) s.t. ( ~gradφ, ~gradψ)L2 = (~f, ~gradψ)L2 for all ψ ∈ H1

0 (Ω).
The Lax–Milgram theorem gives a unique solution φ ∈ H1

0 (Ω).

Let ~w = ~f − ~gradφ ∈ L2(Ω)
n
. So (~w, ~gradψ)L2 = 0 for all ψ ∈ H1

0 (Ω), by definition of φ, thus

~w ⊥L2 ~grad(H1
0 (Ω)) and div~w = 0 ∈ H−1(Ω), and 0 ∈ L2(Ω), thus ~w ∈ Hdiv(Ω) and ~w ∈ Ker(div); Thus

~f = ~w + ~gradφ ∈ Ker(div)⊕⊥L2 ~grad(H1
0 (Ω)), thus (9.31)1.

For (9.31)2, consider the solution of the homogenous Neumann problem: Find φ ∈ H1(Ω) s.t.∫
Ω

~gradφ. ~gradψ dΩ =
∫
Ω
~f. ~gradψ dΩ for all ψ ∈ H1(Ω). The Lax–Milgram theorem gives a unique solution

φ ∈ H1(Ω)/R (i.e. up to a constant), moreover with φ ∈ H2(Ω) (regularity result thanks to ~f ∈ L2(Ω)),

so that −〈∆φ, ψ〉(H1(Ω))′,H1(Ω) +
∫
Γ

~gradφ(x).~n(x)ψ(x) dΓ = −〈div~f, ψ〉(H1(Ω))′,H1(Ω) for all ψ ∈ H1(Ω).

In particular ψ ∈ H1
0 (Ω) gives ∆φ = div ~f ∈ (H1(Ω))′, and we are left with

∫
Γ

~gradφ(x).~n(x)ψ(x) dΓ for

all ψ ∈ H1(Ω), thus for all ψ|Γ ∈ H
1
2 (Γ), thus ~gradφ.~n|Γ = 0.

Let ~w = ~f − ~gradφ ∈ L2(Ω)
n
. Thus (~w, ~gradψ)L2 = 0 for all ψ ∈ H1(Ω), by definition of φ,

thus ~w ⊥ ~grad(H1(Ω)). And div~w = div ~f − ∆φ = 0, thus div~w ∈ L2(Ω) and ~w ∈ Ker(div). With∫
Ω
~w. ~gradψ dΩ = 0 for all ψ ∈ H1(Ω), thus

∫
Ω
~w.~nψ dΓ = 0 for all ψ ∈ H1(Ω), and ~w.~n = 0 ∈ H− 1

2 (Γ)

(since H
1
2 (Γ) is dense in L2(Γ)), thus ~w ∈ Ker(div)0, thus ~f = ~gradφ+ ~w ∈ ~grad(H1(Ω))⊕⊥L2 Ker(div)0,

thus (9.31)2.

10 A surjectivity of the gradient operator

See e.g. Girault–Raviart [18]. We deal here with infinite dimensional spaces. The surjectivity of ~grad
is need for a Stokes like problem, see (1.2).

10.1 The theorem

Let Ω be an open regular set in R
n. Let (~ei) be a given Cartesian R

n, and ~n(x) =
∑n

i=1ni(x)~ei be
the outer normal unit to Γ at x.

H−1(Ω) = (H1
0 (Ω))

′ = L(H1
0 (Ω);R) is the set of continuous linear forms defined on H1

0 (Ω), cf. (9.17).

With (9.18), L2(Ω)
′
is identified to L2(Ω), and H−1(Ω) ⊃ L2(Ω)

′
= L2(Ω) ⊃ H1

0 (Ω).
And if g ∈ L2(Ω), then ∂g

∂xi
∈ H−1(Ω), and, for all φ ∈ H1

0 (Ω),

〈 ∂g
∂xi

, φ〉H−1,H1
0
:= −

∫

Ω

g(x)
∂φ

∂xi
(x) dx, (10.1)

see Schwartz [29]. In particular, if p ∈ L2(Ω)
n

then ~gradp ∈ H−1(Ω)
n

and, for all ~v ∈ H1
0 (Ω)

n
,

〈 ~gradp,~v〉H−1,H1
0
= −

∫

Ω

p(x)div~v(x) dx = −(p, div~v)L2 . (10.2)

Theorem 10.1 The range of the gradient operator ~grad :

{
L2(Ω) → H−1(Ω)

p → ~gradp

}
is closed, and its kernel

Ker( ~grad) is the set of constant functions.

Proof. The proof of this quite difficult theorem is given in the next §.

And the open mapping theorem, cf. (8.10), then gives the needed result for the Stokes like problem,
cf. (1.2):

Corollary 10.2
∃β > 0, ∀p ∈ L2(Ω), || ~gradp||H−1 ≥ β||p||L2(Ω)/R, (10.3)

that is ∃β > 0, inf
p∈L2(Ω)

sup
v∈H1

0 (Ω)

|(div~v, p)L2 |
||~v||H1

0 (Ω)/Ker(div)||p||L2
0(Ω)

≥ β (inf-sup condition).
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10.2 Steps for the proof

10.2.1 Equivalent norms in H−1(Ω)

Ω being bounded, the Poincaré inequality gives:

∃cΩ ∈ R, ∀q ∈ H1
0 (Ω), ||q||L2 ≤ cΩ||q||H1

0
. (10.4)

Let q ∈ L2(Ω), and let ℓq ∈ H−1(Ω) be defined on H1
0 (Ω) by

∀ψ ∈ H1
0 (Ω), 〈ℓq, ψ〉H−1,H1

0
:= (q, ψ)L2(Ω). (10.5)

Thus ℓq is trivially linear, and, with (10.4),

∀ψ ∈ H1
0 (Ω), |〈ℓq, ψ〉H−1,H1

0
| = |(q, ψ)L2(Ω)| ≤ ||q||L2 ||ψ||L2 ≤ cΩ||q||L2 ||ψ||H1

0
. (10.6)

Thus ℓq is continuous, thus ℓq ∈ H−1(Ω), L2(Ω) is considered to be a subspace in H−1(Ω).

Proposition 10.3 If q ∈ L2(Ω), then

||ℓq||H−1 ≤ cΩ||q||L2 , || ~gradq||H−1 ≤ ||q||L2 . (10.7)

Thus the injection

{
L2(Ω) → H−1(Ω)

q → ℓq

}
and the gradient operator

{
L2(Ω) → H−1(Ω)

n

q → ~gradq

}
are contin-

uous. In particular, with (10.6),

if q ∈ L2(Ω) then ℓq
denoted

= q. (10.8)

(The space L2(Ω) is the pivot space.)

Proof. (10.7)1 is given by (10.6). Let q ∈ L2(Ω), with (10.2) we get ~gradq ∈ H−1(Ω)
n
. We have, for all

~φ ∈ H1
0 (Ω)

n
, cf. (10.2),

|〈 ~gradq, ~φ〉H−1,H1
0
| = | − (q, div~φ)L2 | ≤ ||q||L2 ||div~φ||L2 ≤ ||q||L2 ||grad~φ||(L2)n2 ≤ ||q||L2 ||~φ||(H1

0 )
n .

Thus (10.7)2.

Let :

||.||+ :

{
L2(Ω) → R

v → ||v||+ = ||v||H−1 + || ~gradv||H−1 .
(10.9)

Corollary 10.4 In L2(Ω) the norms ||.||L2 and ||.||+ are equivalent norms:

∃c1, c2 > 0, ∀v ∈ L2(Ω), c1||v||+ ≤ ||v||L2 ≤ c2||v||+. (10.10)

Proof. (10.9) trivially defines a norm in L2(Ω), and (10.7) gives c1 = 1
1+cΩ

.

Let Z = (L2(Ω), ||.||+). Thanks to 1
c1

, Z is a Banach space. Then consider the canonical injection

I+ : v ∈ (L2(Ω), ||.||L2(Ω)) → I+(v) = v ∈ (L2(Ω), ||.||Z): it is the algebraic identity and thus is bijective.

And I+ is continuous (thanks to 1
c1

). Thus I+
−1 : v ∈ (L2(Ω), ||.||Z) → I+(v) = v ∈ (L2(Ω), ||.||L2(Ω)) is

continuous (open mapping theorem 8.3). Then let c2 = ||I+−1||.

10.2.2 Rellich theorem L2(Ω) → H−1(Ω)

Reminder: An operator κ ∈ L(E;F ) is compact iff κ(BE(0, 1)) is compact in F .

Lemma 10.5 Let E and F be Banach spaces. If κ ∈ L(E;F ) is compact, then it dual κ′ : F ′ → E′ is
compact.
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Proof. Let (ℓn) ∈ BF ′(0, 1). We have to prove that the sequence (T ′.ℓn) ∈ T ′(BF ′) ⊂ E′ has a converging
subsequence. LetK = T (BE(0, 1)). K is a compact in F since T is compact. Then consider the restriction
φn = ℓn|K : K → R. So (φn)N∗ is a sequence in C0(K;R), and (φn)N∗ ⊂ BF ′(0, 1) is a bounded set
in F ′. Moreover (φn)N∗ is equicontinuous since ℓn is linear continuous ||ℓn(y)|| ≤ ||ℓn|| ||y||F ≤ ||y||F ).
Thus the set (φn)N∗ is relatively compact in C0(K;R) (Ascoli theorem, see Brézis [6]). Thus we can
extract a convergent subsequence (φnk

)k∈N∗ in C0(K;R). Thus, T (BE) being relatively compact and
thus bounded, we have

sup
x∈BE

|〈ℓnk
− ℓnm , T.x〉| −→

k,m→∞
0.

Thus ||T ′.ℓnk
− T ′.ℓnm ||E′ → 0. Thus E′ being a Banach space, since E is, (T ′.ℓnk

)k∈N∗ converges in E′.

Thus the set (T ′.ℓnk
)k∈N∗ is compact, thus T ′ is compact.

Theorem 10.6 (Rellich) The canonical injection T : v ∈ L2(Ω) → v ∈ H−1(Ω) is compact.

Proof. I10 : v ∈ H1
0 (Ω) → v ∈ L2(Ω) is compact, Rellich theorem see Brézis [6], thus I ′10 : v ∈ L2(Ω) →

v ∈ H−1(Ω) is compact, cf. Lemma 10.5.

10.2.3 Petree–Tartar compactness theorem

Let E and F be two Banach spaces, and T ∈ L(E;F ) (linear and continuous). The purpose is to
prove that the range of T is eventually closed. But to use theorem 8.3 and (8.8) to prove it, can be
difficult. It can be easier to find a compact operator κ : E → G, where G is a Banach space, s.t.

∃γ > 0, ∀x ∈ E, ||T.x||F + ||κ.x||G ≥ γ||x||E . (10.11)

Theorem 10.7 Let E, F and G be three Banach spaces, let T ∈ L(E;F ) be injective (one-to-one), and
κ ∈ L(E;G) be compact. If (10.11) holds then (8.8) holds, and thus Im(T ) is closed.

(If T is not injective, consider E/Ker(T ).)

Proof. Suppose (8.8) is false. Thus there exists a sequence (xn)n∈N∗ in E s.t. ||xn||E = 1 and
||T.xn|| −→n→∞ 0, cf. (8.10). And κ being compact and (xn)n∈N∗ being bounded, the sequence (κ.xn)n∈N∗

has a convergent subsequence (κ.xnk
)k∈N∗ that converges in the Banach space G. With T continuous,

κ compact and the hypothesis (10.11), we get

γ||xni − xnj ||E ≤ ||T.xni − T.xnj ||F + ||κ.xni − κ.xnj ||G −→
i,j→∞

0 + 0 = 0.

Thus (xnk
)k∈N∗ is a Cauchy sequence in the Banach space E, so converges to a limit x ∈ E. Since

||T.xnk
|| −→k→∞ 0 and T is continuous, we get ||T.x|| = 0, thus x = 0 since T is injective. But ||xnk

||E = 1
implies ||x||E = 1. Absurd, thus (8.8) is true.

10.2.4 The range of ~grad : L2(Ω) → H−1(Ω)
n

is closed

We can now prove theorem 10.1. Let T = ~grad : L2(Ω) → H−1(Ω)
n
, and κ the canonical injection

L2(Ω) → H−1(Ω). Since T is linear continuous, cf. (10.7), and κ is compact, cf. Rellich theorem 10.6,
the Petree–Tartar theorem 10.7 implies that the range of T is closed.

11 The closed range theorem

The results and full proofs can be found e.g. in Brézis [6].
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11.0.1 The closed range theorem

Let T ∈ L(E;F ), so T ′ ∈ L(F ′;E′), cf. (8.5). We have

Ker(T ′) = {m ∈ F ′ s.t. T ′.m = 0} = {m ∈ F ′ s.t. m.T = 0} ⊂ F ′, (11.1)

since m ∈ Ker(T ′) ⇔ T ′.m = 0 ⇔ 〈T ′.m, x〉E′,E = 0 = 〈m,T.x〉F ′,F = m(T.x) = (m◦T )(x) for all x ∈ E
⇔ m.T = 0, with m.T the notation of m ◦ T when the maps are linear maps.

If M ⊂ E is a linear subspace in E then the dual orthogonal of M is

Mo := {ℓ ∈ E′ : 〈ℓ, x〉E′,E = 0, ∀x ∈M} (⊂ E′) (11.2)

(the subspace of E′ of linear forms vanishing on M). Mo is a linear subspace in E′ (trivial). And Mo is
closed in E′: Indeed if (ℓn)N∗ is a Cauchy sequence in Mo, so ||ℓn − ℓm||E′ −→n,m→∞ 0, then, for x ∈ E
the sequence (ℓn(x)) is a Cauchy sequence in R, thus convergence toward a real named ℓ(x); This defines
a function ℓ : E → R. And ℓ(x1 + λx2) = limn→∞ ℓn(x1 + λx2) = limn→∞ ℓn(x1) + λ limn→∞(x2) =
ℓ(x1) + λℓ(x2), thus ℓ is linear, and, for x ∈ E, ℓ is continuous at x since |ℓ.x′ − ℓ.x| ≤ |(ℓ− ℓn).x

′ + (ℓ−
ℓn).x|+ |ℓn.x′− ℓn.x| ≤ (||ℓ− ℓn||+ ||ℓn||)||x′−x||E with ||ℓn|| ≤ ||ℓN ||+1 for N large enough and n ≥ N .

If N ⊂ F ′ is a linear subspace in F ′ then let

N⊥ := {y ∈ F : 〈m, y〉F ′,F = 0, ∀m ∈ N} (⊂ F ). (11.3)

Then N⊥ is a linear subspace in F (trivial) that is closed in F (similar proof than for Mo). To be
compared with, cf. (11.2),

No = {y′′ ∈ F ′′ : 〈y′′,m〉F ′′,F ′ = 0, ∀m ∈ N} (⊂ F ′′). (11.4)

Remark 11.1 If F is reflexive, that is F ′′ ≃ F (identification) then No ≃ N⊥ (identification). Indeed,
with J the canonical isomorphism given in (8.7), if y ∈ N⊥ then let y′′ = J(y) ∈ F , so for all m ∈ N we
have 0 = m.y = y′′.m, and thus y′′ ∈ No; And if y′′ ∈ No then let y ∈ F s.t. J(y) = y′′ (thanks to the
reflexivity), then for all m ∈ N we have 0 = y′′.m = m.y, and thus y ∈ N⊥.

Theorem 11.2 (Closed range theorem) Let E and F be Banach spaces and T ∈ L(E;F ) (linear and
continuous). Then the following properties are equivalent:

(i) Im(T ) is closed in F ,
(ii) Im(T ′) is closed in E′,
(iii) Im(T ) = Ker(T ′)⊥,
(iv) Im(T ′) = Ker(T )o.

We then deduce, with (8.16):

Corollary 11.3 If Im(T ) is closed in F then Im(T ′) is closed in E’, thus

∃γ′ > 0, ∀ℓ ∈ F ′, ||T ′.ℓ||E′ ≥ γ′ ||ℓ||F ′/Ker(T ′). (11.5)

Proof. The full proof of theorem 11.2 (even for unbounded operators with dense domain of definition)
can be found e.g. in Brézis [6] or Yosida [34] (for locally convex spaces that are metrizable and complete).
We give here the proof in the simplified case of T a linear continuous mapping between two Banach spaces
(sufficient for our needs). We need some lemmas:

Lemma 11.4 If E is a Banach space and M is a linear subspace in E, then

M = (Mo)⊥. (11.6)

Proof. If x ∈M then 〈ℓ, x〉E′,E = 0 for all ℓ ∈Mo, thus x ∈ (Mo)⊥, cf. (11.3). And (Mo)⊥ being closed
we get M ⊂ (Mo)⊥.

Conversely: Suppose x0 ∈ (Mo)⊥ and x0 /∈ M ; Then {x0} being compact and M being closed and
convex (it is a linear subspace), there exists a hyperplane that strictly separates x0 and M (geometric
form or the Hahn–Banach theorem), that is there exists ℓ ∈ E′ and α ∈ R s.t. 〈ℓ, x〉E′,E < α < 〈ℓ, x0〉E′,E

for all x ∈M . And M being a linear space, taking −x ∈M , it follows that 〈ℓ, x〉E′,E = 0 for all x ∈M ,
thus ℓ ∈ Mo. And 〈ℓ, x〉E′,E = 0 for all x ∈ M implies 〈ℓ, x0〉E′,E > 0 with x0 /∈ M , thus ℓ /∈ Mo.
Absurd, thus (Mo)⊥ ⊂M .
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Lemma 11.5 If G and L are two closed subspaces in a Banach space, then

G ∩ L = (Go + Lo)⊥, and Go ∩ Lo = (G+ L)o. (11.7)

Proof. (11.7)1: If x ∈ G ∩ L, and if m = g + ℓ ∈ Go + Lo, then m.x = g.x + ℓ.x = 0 + 0, thus
x ∈ (Go + Lo)⊥.

Conversely, we have (Go + Lo)⊥ ⊂ (Go)⊥ (particular case of: If Y ⊂ Z then Z⊥ ⊂ Y ⊥), and
(Go)⊥ = G since G is closed„ thus if x ∈ (Go + Lo)⊥ then x ∈ G; And similarly x ∈ L,; Thus x ∈ G ∩L.

Similar proof for (11.7)2.

Let E×F be equipped with the (usual) norm ||(x, y)||E×F = max(||x||E , ||y||F ), so E×F is a Banach
space.

Lemma 11.6 If T is continuous, then its graph

G(T ) = {(x, y) ∈ E × F s.t. ∃x ∈ E, y = T.x} = {(x, T.x) ∈ E × F} (11.8)

is closed in E × F .

Proof. If ((xn, T.xn)))N∗ is a Cauchy sequence in G(T ), then, E being a Banach space, (xn)N∗ converges
toward a x ∈ E, thus, T being continuous, T.xn convergence toward T.x ∈ F , so (x, T.x) ∈ G(T ).

We have
G(T ′) = {(m,T ′.m) ∈ F ′ × E′}. (11.9)

Lemma 11.7 If T is continuous, then G(T ′) is closed in F ′ × E′, and

(m, ℓ) ∈ G(T ′) ⇐⇒ (−ℓ,m) ∈ G(T )o. (11.10)

Proof. Let ((mn, T
′.mn))N∗ be a sequence in G(T ) s.t. (mn, T

′.mn)−→n→∞(m, z) ∈ F ′ × E′. Thus
mn −→m ∈ F ′ and T ′.mn −→n→∞ k ∈ E′, that is 〈T ′.mn, x〉E′,E −→n→∞〈k, x〉E′,E ∈ R for all x ∈ E.
And we have to check that k = T ′.m. For all x ∈ E, we have 〈T ′.mn, x〉E′,E = 〈mn, T.x〉F ′,F , thus
〈mn, T.x〉F ′,F −→n→∞〈k, x〉E′,E, i.e. 〈T ′mn, x〉F ′,F −→n→∞〈k, x〉E′,E , thus T ′mn,−→n→∞ k ∈ F ′. So
G(T ′) is closed.

(m, ℓ) ∈ G(T ′) ⇔ ℓ = T ′.m ⇔ 〈ℓ, x〉E′,E = 〈T ′.m, x〉E′,E = 〈m,T.x〉E′,E for all x ∈ E ⇔ 〈ℓ, x〉E′,E −
〈m,T.x〉E′,E = 0 for all x ∈ E ⇔ 〈(ℓ,−m), (x, T.x)〉E′×F ′,E×F = 0 for all x ∈ E ⇔ (ℓ,−m) ∈ G(T )o.

Define
L := E × {0}. (11.11)

L is closed in E × F since E and {0} are, and

Lo = {0} × F ′. (11.12)

Indeed Lo = {(ℓ,m) ∈ E′ × F ′ : 〈(ℓ,m), (x, 0)〉E′×F ′,E×F = 0, ∀x ∈ E} = {(ℓ,m) ∈ E′ × F ′ : 〈ℓ, x〉E′,E +
0 = 0, ∀x ∈ E} = {0} × F ′.

Lemma 11.8
Ker(T )× {0} = G(T ) ∩ L (11.13)

E × Im(T ) = G(T ) + L (11.14)

{0} ×Ker(T ′) = G(T )o ∩ Lo (11.15)

Im(T ′)× F ′ = G(T )o + Lo (11.16)

Proof. (x, y) ∈ Ker(T ) × {0} iff Tx = 0 and y = 0; And (x, y) ∈ G(T ) ∩ L iff y = Tx and y = 0,
thus (11.13).

(x1, y1) ∈ E × Im(T ) iff (x1, y1) = (x1, T.x
′
1) for some x′1 ∈ E; And (x2, y2) ∈ G(T ) + L iff ∃x′2 ∈ E

and ∃x′′2 ∈ E s.t. (x2, y2) = (x′2, T.x
′
2) + (x′′2 , 0) = (x′2 + x′′2 , T.x

′
2) = (x3, T.(x3 − x′2)), thus (11.14).

(ℓ,m) ∈ {0} × Ker(T ′) iff ℓ = 0 and m ∈ KerT ′; And (ℓ,m) ∈ G(T )o ∩ Lo iff (−m, ℓ) ∈ G(T ′),
cf. (11.10), and (ℓ,m) ∈ Lo, i.e. iff ℓ = −T ′.m and ℓ = 0, i.e. iff ℓ = 0 and m ∈ KerT ′, thus (11.15).

(ℓ,m) ∈ Im(T ′) × F ′ iff ∃k ∈ F ′ s.t. ℓ = T ′.k and m ∈ F ′; And (ℓ,m) ∈ G(T )o + Lo iff ∃(ℓ1,m1) ∈
G(T )o and ∃(ℓ2,m2) ∈ Lo s.t. ℓ = ℓ1 + ℓ2 and m = m1 +m2, i.e., with (11.10) and (11.12), iff ∃m1 ∈ F ′

(and then −ℓ1 = T ′.m1) and m2 ∈ F ′ s.t. ℓ = −T.m1 + 0 and m = m1 + m2, i.e. iff ℓ ∈ Im(T ′) and
m ∈ F ′, thus (11.16).
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Corollary 11.9
Ker(T ) = Im(T ′)⊥, (11.17)

Ker(T ′) = Im(T )
o
, (11.18)

(Ker(T ))o = Im(T ′), (11.19)

Ker(T ′)⊥ = Im(T ). (11.20)

Proof. (11.16) gives R(T ′)⊥ × {0} = (G(T )o + Lo)⊥ = G(T ) ∩ L, cf. (11.7), thus = Ker(T ) × {0},
cf. (11.13), thus (11.17). Thus (11.19).

(11.14) gives {0} × Im(T )
o
= (G(T ) + L)o = Go ∩ Lo, cf. (11.7), thus = {0} × Ker(T ′), cf. (11.15),

thus (11.18). Thus (11.20).

Proof of theorem 11.2: apply corollary 11.9.

12 A well-posed mixed problem

12.1 Notations

Let V and Q be two Banach spaces. Let b(·, ·) : V × Q → R be a bilinear form. b(·, ·) is said to be
continuous (or bounded) iff

∃c > 0, ∀(v, q) ∈ BV (0, 1)×BQ(0, 1), |b(v, q)| ≤ c. (12.1)

Then let
||b|| := sup

v∈BV (0,1)

q∈BQ(0,1)

|b(v, q)|. (12.2)

And let L(V,Q;R) be the space of bilinear and continuous forms with its (usual) norm given by (12.2).
If b(·, ·) ∈ L(V,Q;R) (bilinear and continuous), then define

B :

{
V → Q′

v → Bv

}
and Bt :

{
Q → V ′

q → Btq

}
(12.3)

by
b(v, q) = 〈Bv, q〉Q′,Q = 〈Btq, v〉V ′,V . (12.4)

Thus B and Bt are linear (trivial) and continuous with

||B|| = ||Bt|| = ||b||. (12.5)

Indeed ||Bv||V ′ = supq∈BQ(0,1) |〈Bv, q〉Q′,Q| = supq∈BQ(0,1) |b(v, q)| ≤ supq∈BQ(0,1) ||b|| ||v||V ||q||Q =
||b|| ||v||V gives ||B|| ≤ ||b|| (continuity), and |b(x, y)| = |〈Bv, q〉Q′,Q| ≤ ||Bx||Q′ ||y||Q ≤ ||B|| ||x||V ||y||Q
gives ||b|| ≤ ||B||V ′ . So B ∈ L(V ;Q′). Idem pour Bt.

Suppose Q reflexive, cf. definition 8.2, then the dual B′ ∈ L(Q′′;V ′) of B ∈ L(V ;Q′), defined by
〈B′v, ℓ〉V ′,V = 〈v,Bℓ〉Q′′,Q for all v ∈ Q′′ and ℓ ∈ V ′ cf. (8.5), is identified to Bt:

L(Q′′;V ′) ∋ B′ ≃ Bt ∈ L(Q;V ′). (12.6)

Suppose V reflexive, cf. definition 8.2, then the dual (Bt)′ ∈ L(V ′′;Q′) of Bt ∈ L(Q;V ′), defined by
〈(Bt)′v, q〉Q′,Q = 〈v,Btℓ〉V ′′,V ′ for all v ∈ Q′′ and ℓ ∈ V ′ cf. (8.5), is identified to Bt:

L(V ′′;Q′) ∋ (Bt)′ ≃ B ∈ L(V ;Q′). (12.7)

12.2 The mixed problem

Let a(·, ·) : V × V → R and b(·, ·) : V × Q → R be bilinear forms. Let f ∈ V ′ and g ∈ Q′ (linear
forms). A mixed problem is a problem of the type: Find (u, p) ∈ V ×Q s.t.

{
a(u, v) + b(v, p) = 〈f, v〉V ′,V , ∀v ∈ V,

b(u, q) = 〈g, q〉Q′,Q, ∀q ∈ Q,
(12.8)

cf. (1.1).
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12.3 The inf-sup conditions

For the existence (and control) of p, we suppose that the range Im(Bt) of Bt : Q→ V ′ is closed, that
is, cf. (8.10),

∃β > 0, ∀q ∈ Q, ||Btq||V ′ ≥ β||q||Q/Ker(Bt), (12.9)

i.e.,

∃β > 0, ∀q ∈ Q, sup
v∈V

b(v, q)

||v||V/Ker(B)
≥ β||q||Q/Ker(Bt), (12.10)

also written as the inf-sup condition infq∈Q supv∈V
b(v,q)

||v||V/Ker(B)||q||Q/Ker(Bt)
≥ β.

For the existence (and control) of u, we suppose the range Im(B) of B : V → Q′ is closed, that is, we
suppose, cf. (8.10),

∃β > 0, ∀v ∈ V, ||Bv||Q′ ≥ β||v||V/Ker(B), (12.11)

i.e.,

∃β > 0, ∀v ∈ V, sup
q∈Q

b(v, q)

||q||Q/Ker(Bt)
≥ β||v||V/Ker(B), (12.12)

also written as the inf-sup condition infv∈V supq∈Q
b(v,q)

||v||V/Ker(B)||q||Q/Ker(Bt)
≥ β.

Remark: With (12.6) or (12.7), the reflexivity of Q or V gives that (12.11) implies (12.9) or (12.9)
implies (12.11).

12.4 The theorem for mixed problem

Theorem 12.1 . Hypotheses: (i) (V, (·, ·)V ) is a Hilbert space, (Q, ||.||Q) is a reflexive Banach space,
f ∈ V ′, and g ∈ Q′.

(ii) The bilinear form a(·, ·) is continuous on V , cf. (12.1), and coercive on Ker(B), that is,

∃α > 0, ∀v ∈ Ker(B), a(v, v) ≥ α||v||2V . (12.13)

(iii) The bilinear form b(·, ·) is continuous on V × Q, cf. (12.1), and B is surjective (= onto), so we
have (12.11) and then (12.9) since Q is reflexive.

Conclusion: Problem (12.8) has a unique solution (u, p) ∈ V × Q/KerBt that depends continuously
on f and g, and more precisely, with Ca = (1 + ||a||

α ),





||u||V ≤ 1

α
||f ||V ′ +

Ca

β
||g||Q′ ,

||p||Q/KerBt ≤ Ca

β

(
||f ||V ′ +

||a||
β

||g||Q′

)
.

(12.14)

Proof. Let ug ∈ V s.t. B.ug = g, exists since B is surjective, and ||ug||V/Ker(B) ≤ 1
β ||g||Q′ , cf. (12.11).

Let u0 ∈ Ker(B) be the solution of the problem: Find u0 ∈ Ker(B) s.t.

a(u0, v0) = 〈f, v0〉V ′,V − a(ug, v0), ∀v0 ∈ Ker(B). (12.15)

The Lax–Milgram theorem tells that (12.15) is well-posed: Indeed, (KerB, (·, ·)V ) is a Hilbert space, a(·, ·)
is bilinear continuous coercive, and F : v0 ∈ Ker(B) → F (v0) := 〈f, v0〉V ′,V − a(ug, v0) is linear (trivial)
and continuous on Ker(B), with ||F ||V ′ ≤ ||f ||V ′ + ||a|| ||ug||V (easy check). So u0 exists, is unique, and
||u0||V ≤ 1

α ||F ||V ′ , that is, ||u0||V ≤ 1
α (||f ||V ′ + ||a|| ||ug||V ) ≤ 1

α (||f ||V ′ + ||a|| 1
β ||g||Q′).

Then let u := u0 + ug. So a(u, v) = 〈f, v〉V ′,V , cf. (12.15), and u0 ∈ Ker(B) and Bug = g give
b(u, q) = b(u0, q) + b(ug, q) = 0 + 〈g, q〉Q′,Q, therefore u is as solution of (12.8).

Moreover u is independent of ug: If si u′g also satisfies Bu′g = g, if u′0 ∈ Ker(B) is the associated
solution, if u′ = u′0 + u′g, then u− u′ = u0 − u′0 + ug − u′g ∈ Ker(B) (since B(ug − u′g) = g − g = 0) and
a(u − u′, v0) = 0 for all v0 ∈ Ker(B), thus u− u′ = 0 (coercitivy of a(·, ·) on Ker(B)), and u = u′. Thus
u = u0 + ug ∈ V exists and is unique.

And ||u||V ≤ ||u0||V + ||ug||V ≤ 1
α (||f ||V ′ + ||a|| 1

β ||g||Q′) + 1
β ||g||Q′ , that is (12.14)1.

Then we look for p solution of b(v, p) = a(u, v)−〈f, v〉V ′,V for all v ∈ V . Let L(v) := a(u, v)−〈f, v〉V ′,V .
So if p exists then L(v) = b(v, p), thus L vanishes on Ker(B), i.e., L ∈ (Ker(B))◦. And (Ker(B))◦ =
Im(Bt), so (Ker(B))◦ = Im(Bt) (closed ranged theorem 11.2). Thus there exists p ∈ Q s.t. L = Btp.
And ||Btp||V ′ ≥ β||p||Q/KerBt , cf. (12.9). Then (12.14)2.
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12.5 The saddle point problem

Let L : V ×Q→ R be defined by

L(v, q) = 1

2
a(v, ~v) + b(v, q)− (f, v)L2 − (g, q)L2 . (12.16)

If a(·, ·) is symmetric then L is the Lagrangean bilinear form associated to the mixed problem (12.8).
And the associated optimization problem is: Find (u, p) ∈ V ×Q (saddle point) s.t.

L(u, p) = inf
v∈V

(sup
q∈Q

L(v, q)). (12.17)

If (u, p) is a solution of (12.17), then, a(·, ·) being symmetric,






∀v ∈ V,
∂L
∂v

(u, p).v = lim
h→0

L(u+hv, p)− L(u, , )
h

= a(u, v) + b(u, q)− 〈f, v〉,

∀q ∈ Q,
∂L
∂q

(u, p).q = lim
h→0

L(u, p+hq)− L(u, p)
h

= b(u, q)− 〈g, q〉.
(12.18)

So (u, p) is solution of (12.8).

13 The surjectivites of the divergence operator

Let Ω be an open bounded set in R
n.

Let b(·, ·) be defined by b :






V ×Q → R

(~v, q) → b(v, q) =

∫

Ω

div~v(x)q(x) dΩ




 where V and Q are appropriate

Banach spaces, see below (b(·, ·) is bilinear).
Let B : V → Q′ be the associated operator defined by 〈Bv, q〉Q′,Q = b(v, q), and B will be denoted div

(notation of distribution of L. Schwartz).
Then the operator Bt : Q→ V ′ is defined by 〈Btq, v〉V ′,V = 〈Bv, q〉Q′,Q = b(v, q).
The integration by parts, if legitimate, gives

b(~v, q) = 〈B~v, q〉Q′,Q = 〈Btq, ~v〉V ′,V = −
∫

Ω

dq(x).~v(x) dΩ +

∫

Γ

q(x)~v(x).~n(x) dΓ. (13.1)

13.1 The divergence operator div : Hdiv(Ω) → L2(Ω) is surjective

Here b(~v, q) = (div~v, q)L2 .

Theorem 13.1 The linear mapping div :

{
Hdiv(Ω) → L2(Ω)

~v → div~v,

}
is continuous and surjective. And the

open mapping theorem gives, cf. (8.16),

∃β > 0, ∀~v ∈ Hdiv(Ω), ||div(~v)||L2(Ω) ≥ β||~v||Hdiv/Ker(div), (13.2)

or
∃β > 0, ∀~v ∈ Hdiv(Ω), ∃p ∈ L2(Ω), (div(~v), p)L2(Ω) ≥ β||~v||Hdiv/Ker(div)||p||L2(Ω), (13.3)

also written as the inf-sup inequality ∃β > 0, inf
v∈Hdiv(Ω)

sup
p∈L2(Ω)

|(div~v, p)L2 |
||~v||Hdiv/Ker(div)||p||L2

≥ β.

Proof. Since ||div~v||L2 ≤ ||~v||Hdiv , div is continuous. Let f ∈ L2(Ω). Let p ∈ H1
0 (Ω) be the solution

of ∆p = f (Lax–Milgram theorem). So div( ~gradp) = f ∈ L2(Ω), thus ~gradp ∈ Hdiv(Ω); Then let

~v = ~gradp ∈ Hdiv(Ω). Thus div~v = f , and div is surjective.
And (12.11) gives (13.2), thus (13.3).
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13.2 The divergence operator div : Hdiv

0
(Ω) → L2

0
(Ω) is surjective

Here b(~v, q) = (div~v, q)L2 .

Theorem 13.2 The linear mapping div :

{
Hdiv

0 (Ω) → L2
0(Ω)

~v → div~v,

}
is continuous and surjective. And the

open mapping theorem gives, cf. (8.16),

∃β > 0, ∀~v ∈ Hdiv
0 (Ω), ||div(~v)||L2(Ω) ≥ β||~v||Hdiv

0 /Ker(div), (13.4)

also written as the inf-sup inequality ∃β > 0, inf
p∈L2

0(Ω)
sup

~v∈Hdiv
0 (Ω)

|(div~v, p)L2 |
||~v||Hdiv

0 /Ker(div)||p||L2
0

≥ β.

Proof. Since ||div~v||L2 ≤ ||~v||Hdiv
0 (Ω), div is continuous. Let f ∈ L2

0(Ω). Let p ∈ H1(Ω)/R be the

solution of ( ~gradp, ~gradq)L2 = (f, q)L2 for all q ∈ H1(Ω)/R, cf. the Lax–Milgram Theorem in H1(Ω)/R

(the hypothesis f ∈ L2
0(Ω), that is (f, 1Ω)L2 = 0 (= ( ~gradp, ~grad1Ω)L2), is mandatory and is called the

compatibility condition). And ( ~gradp, ~gradq)L2 = (f, q)L2 for all q ∈ H1(Ω)/R gives ( ~gradp.~n)|Γ = 0.

Thus with ~v = ~gradp, we have ~v ∈ Hdiv
0 (Ω) and div( ~gradp) = f ∈ L2(Ω), so div is surjective from Hdiv

0 (Ω)
to L2(Ω). So we get (13.4), cf. (12.11).

13.3 The divergence operator div : L2(Ω)
n → H−1(Ω) is surjective

Here b(~v, q) = 〈div~v, q〉H−1,H1
0
= −〈~v, dq〉L2(Ω),L2(Ω) := −

∫
Ω dq(x).~v(x) dΩ (distributions of L. Schwartz)

for all q ∈ H1
0 (Ω).

Theorem 13.3 The linear mapping div :

{
L2(Ω)

n → H−1(Ω)

~v → div~v,

}
is continuous and surjective. And the

open mapping theorem gives, cf. (8.16),

∃β > 0, ∀~v ∈ L2(Ω), ||div(~v)||H−1 ≥ β||~v||L2(Ω)/Ker(div), (13.5)

also written as the inf-sup inequality ∃β > 0, inf
p∈H1

0 (Ω)
sup

~v∈L2(Ω)

|b(~v, q)|
||~v||L2(Ω)/Ker(div)||p||H1

0

≥ β.

Proof. ||div~u||H−1 = supφ∈H1
0 (Ω)

|〈div~u,φ|〉
||φ||

H1
0

= supφ∈H1
0 (Ω)

|(~u, ~gradφ)L2

||φ||
H1

0

≤ ||~u||L2 (Cauchy–Schwarz in L2(Ω)),

therefore div is continuous. Let ℓ ∈ H−1(Ω). Thus there exists f ∈ L2(Ω) and ~u ∈ L2(Ω)
n

s.t.
ℓ = f + div~u, cf. (9.24). Let ~w ∈ Hdiv(Ω) s.t. div~w = f , cf. thm. 13.1. So ℓ = div(~w + ~u) with
~u+ ~w ∈ L2(Ω)

n
, and div is continuous. So we get (13.5), cf. (12.11).

13.4 The divergence operator div : H1

0
(Ω)

n → L2

0
(Ω) is surjective

Here b(~v, q) = (div~v, q)L2 .

Theorem 13.4 The linear mapping

div :

{
H1

0 (Ω)
n → L2

0(Ω)

~v → div~v,

}
is continuous and surjective. (13.6)

And the open mapping theorem gives, cf. (8.16),

∃β > 0, ∀~v ∈ H1
0 (Ω)

n
, ||div(~v)||L2

0
≥ β||~v||H1

0 (Ω)n/Ker(div), (13.7)

also written as the inf-sup inequality ∃β > 0, inf
p∈L2

0(Ω)
sup

~v∈H1
0 (Ω)n

|(div~v, q)L2 |
||~v||H1

0/Ker(div)||p||L2
0
)L2

≥ β.
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Proof. div = ~grad
′
: H1

0 (Ω) → L2
0(Ω) is the dual operator of the gradient operator ~grad : L2(Ω) →

H−1(Ω)
n
. Since the range of the ~grad is closed, cf. theorem 10.1, the range of the div operator is closed,

cf. the closed range theorem 11.2. (Remark: For any ~v ∈ H1
0 (Ω)

n
we have

∫
Ω div~v dΩ =

∫
Γ ~v.~n dΓ = 0, so

Im(div) ⊂ L2
0(Ω).)

With div : H1
0 (Ω)

n → L2(Ω) we have Ker(div) = {~v ∈ H1
0 (Ω)

n
: div~v = 0}, and

Ker(div)
⊥

H1
0 := {~v ∈ H1

0 (Ω)
n
: (~v, ~w)H1

0
= 0, ∀~w ∈ H1

0 (Ω)
n
, div~w = 0}. (13.8)

Let ∆−1 :

{
H−1(Ω) → H1

0 (Ω)

f → u = ∆−1f

}
, that is, u ∈ H1

0 (Ω) solves the Dirichlet problem ∆u = f .

Corollary 13.5

Ker(div)
⊥

H1
0 = {~v = ∆−1( ~gradq), q ∈ L2(Ω)} (= ∆−1( ~grad(L2(Ω)))), (13.9)

that is ~v ∈ Ker(div)
⊥

H1
0 iff ∆~v derives from a potential q ∈ L2(Ω).

And H1
0 (Ω)

n
= Ker(div)⊕⊥

H1
0 Ker(div)

⊥
H1

0 give a decomposition of H1
0 (Ω)

n
.

Proof. Let A := {~v ∈ H1
0 (Ω)

n
: ~v = ∆−1( ~gradq), q ∈ L2(Ω)}. So ~v ∈ A iff ~v ∈ H1

0 (Ω)
n

and ∃q ∈ L2(Ω),

∆~v = ~gradq, i.e. (~v, ~w)H1
0
= (grad~v, grad~w)L2 = (q, div~w)L2 for all ~w ∈ H1

0 (Ω)
n
.

• A ⊂ Ker(div)
⊥

H1
0 : Let ~v ∈ A. Thus ∃q ∈ L2(Ω) s.t. (~v, ~w)H1

0
= (q, div~w)L2 for all ~w ∈ H1

0 (Ω)
n
.

Thus (~v, ~w)H1
0
= 0 for all ~w ∈ Ker(div), thus ~v ∈ Ker(div)

⊥
H1

0 .

• Ker(div)
⊥

H1
0 ⊂ A: Let ~v ∈ Ker(div)

⊥
H1

0 . We look for q ∈ L2
0(Ω) s.t. ∆~v = ~gradq: thus we look for

q ∈ L2
0(Ω) s.t. ∆~v = ~gradq, that is (q, div~z)L2 = −(∆~v, ~z)H−1,H1

0
for all ~z ∈ H1

0 (Ω).

The operator B = div : ~z ∈ H1
0 (Ω)/Ker(div) → div~z ∈ L2

0(Ω) is linear continuous bijective, with
||div~z||L2

0(Ω) ≤ ||B|| ||~z||H1
0 (Ω)/Ker(div).

Its inverse B−1 : ψ ∈ L2
0(Ω) → B−1ψ ∈ H1

0 (Ω)/Ker(div) is linear continuous bijective, with
||B−1ψ||H1

0 (Ω)/Ker(div) ≤ ||B−1|| ||ψ||L2
0
.

Let a(·, ·) : (q, ψ) ∈ L2
0(Ω)×L2

0(Ω) → a(q, ψ) = (q, ψ)L2 : a(·, ·) is trivially bilinear continuous coercive
in (L2(Ω), (·, ·)L2).

Let ℓ : ψ ∈ L2
0(Ω) → ℓ(ψ) = −(∆~v,B−1ψ)H−1,H1

0
= (grad~v, gradψ)L2 ∈ R: ℓ is trivially linear, and is

continuous since |ℓ(ψ)| ≤ ||∆~v||H−1 ||B−1ψ||L2 ≤ ||∆~v||H−1 ||B−1|| ||ψ||L2
0
.

Thus the Lax-Milgram theorem gives the existence of q. And the first point shows that if ∆~v = ~gradq
then ~v ⊥H1

0
Ker(div).
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A Singular value decomposition (SVD)

We want to estimate the β inf-sup constant, cf. (12.12). Consider a m ∗ n rectangular matrix B. We
look for its singular value σi, that is, we look for a m ∗ n “diagonal” matrix σ, i.e. e.g. in the case m < n,

Σ = diagm,n(σ1, ...σp) =




σ1 0 ... 0 0 . . . 0

0 σ1 0 0
...

...
...

. . .
. . .

0
0 . . . σp 0 . . . 0



,

and for two matrices U m ∗m and V n ∗ n s.t.

Σ = UT .B.V,

with UT the U transposed matrix.

Proposition A.1 Let B be a m ∗ n real matrix. If λi is an eigenvalue of the n ∗ n matrix BT .B, then
λi is positive and is an eigenvalue of the m ∗m matrix B.BT .

If λi is an eigenvalue of the m ∗m matrix B.BT , then λi is positive and is an eigenvalue of the n ∗ n
matrix BT .B.

Let σi =
√
λi. Let (~vi)1,...,n be an orthonormal basis of eigenvectors of BT .B associated to the

eigenvalues λi, and let V be the (orthonormal) matrix whose j-th column is ~vj . Let (~ui)1,...,n be an
orthonormal basis of eigenvectors ofB.BT associated to the eigenvalues λi, and let U be the (orthonormal)
matrix whose j-th column is ~uj . And let Σ = diagm,n(σ1, ..., σp) where p = min(m,n). Then the singular
value decomposition of B is

Σ = UT .B.V, i.e. B = U.ΣT .V T . (A.1)

Thus, if rank(B) = r and σ1 ≥ ... ≥ σr > 0 (and σi = 0 pour i > r), then

B =

r∑

i=1

σi ~ui.~v
T
i . (A.2)

Moreover,

(
~uj
~vj

)
∈ R

m+n, j = 1, ..., p, is an eigenvector of

(
0 B
BT 0

)
associated to the eigenvalue σj .

Proof. BT .B is symmetric real, thus diagonalisable. MoreoverBT .B is non negative since ~xT .(BT .B).~x =
(B.~x)T .(B.~x) = ||B.~x||2 ≥ 0. Let λ1, ..., λn be its eigenvalues, and λ1 ≥ ... ≥ λn(≥ 0), even if you have
to renumber them. Let ~vi be associated eigenvectors constituting an orthonormal basis in R

n, and let V
be the orthonormal matrix which columns are made of the ~vi’s. Suppose (B) ≤ p = min(m,n), so that
rank(BT .B) ≤ p and λp+1 = ... = λn = 0. Then

diagn,n(λ1, ..., λp, 0, ..., 0) = V T .BT .B.V n ∗ n matrix.

Same steps for B.BT with eigenvalues µ1 ≥ .. ≥ µm ≥ 0 and the associated orthonormal matrix U :

diagm,m(µ1, ..., µp, 0, ..., 0) = UT .B.BT .U m ∗m matrix.

With B.BT .~ui = µi~ui we get BT .B.BT .~ui = µiB
T .~ui, thus BT .~ui is an eigenvector for BT .B associated

to the eigenvalue µi. And BT .B.~vj = λj~vj tells that µi is one the the λj .
Remark: If Σ = diagm,n(σ1, ..., σp) = UT .B.V then Σ.ΣT = diagm,m(σ2

1 , ..., σ
2
p) = (UT .B.V ).(UT .B.V )T =

UT .(B.BT ).U , and the λi = σ2
i are indeed the eigenvalues of B.BT associated to the eigenvectors of U .

Idem for BT .B. And the matrices U and V are the matrices made of the column vectors ~uj and ~vj .
Existence of the decomposition: Let λi, i = 1, ..., n, be the eigenvalues of BT .B. Suppose λ1 ≥ ... ≥

λr > 0, and λr+1 = ... = λn = 0. Let σj =
√
λj .

Then let

~uj =
B.~vj
σj

∈ R
m, 1 ≤ j ≤ r. (A.3)
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The ~uj are (orthonormal) eigenvectors of B.BT : Indeed (B.BT ).~uj =
B.(BT .B).~vj

σj
=

λjB.~vj
σj

= λj~uj. And

~uTi .~uj =
~vT
i .(BT .B~vj)

σiσj
= λj

~vT
i .~vj
σiσj

= δij , and the ~uj are the normalized vectors B.~vj . We then complete

(~uj)j=1,..,r to get an orthonormal basis in R
m (e.g. with Gram–Schmidt method). Let U be the m ∗m

matrix made of the columns vector ~uj.
Let Σ = UT .B.V . So [Σij ] = [~uTi .B.~vj ] = [σj~u

T
i .~uj ] = [σjδij ] if j ≤ r, and vanishes if j > r (since

B.~vj = 0). Thus (A.1). And then (A.2).
And B~vj = σj~uj for j ≤ r, cf. (A.3), thus BT .B.~vj = σjB

T .~uj = λj~vj for j ≤ r, so BT .~uj = σj~vj

for j ≤ r. And if j > r then BT .~uj = 0 since ~uj ∈ (Im(B))⊥ = Ker(BT ). Thus

(
0 B
BT 0

)
.

(
~uj
~vj

)
=

σj

(
~uj
~vj

)
.

And if B is a symmetric positive real matrix, then BT .B = B2 = B.BT , so BT .B = B.BT ; With
B ≥ 0 thus its eigenvalues are non negative, σi = +

√
λi, thus the σi are the singular values.

Remark A.2 If m > n and j ≥ m + 1 then the ~uj are useless, and U is computed as a m ∗ n matrix
(and UT as a n ∗m matrix). And Σ is then a n ∗ n matrix. This method is called the “Thin SVD”.

Corollary A.3 Rang(B) = r, Ker(B) = Vect{~vr+1, ...~vn} and Im(B) = Vect{~u1, ...~ur}.

Proof. Apply (A.2).

Corollary A.4 Let k ≤ r−1 and Bk =
∑k

i=1 σi~ui.~v
T
i . Then

min
Z:RangZ=k

||B − Z|| = σk+1 = ||B −Bk||,

where ||Z|| = sup~x 6=~0
||Z.~x||Rm
||~x||Rn is the usual norm.

This gives a numerical measure of the rank of B: If σk+1 is of the precision order of the computer,
then the numerical rank o B is k.

Proof. We get UT .Bk.V = diagm,n(σ1, ..., σk, 0, ...) (easy check).

Thus UT .(B − Bk).V = diagm,n(0, ..., 0, σk+1, ..., σr, 0, ...), thus ||B − Bk|| = σk+1, and in particular
min

Z:RangZ=k
||B − Z|| ≤ σk+1.

Let Z be a m ∗n matrix with rank k. Thus dimKerZ = n− k. Let E = KerZ
⋂
Vect{~v1, ...~vk+1}. So

dim(E) ≥ 1 (intersection of a dimension n−k space with a dimension k+1 space in R
n).

Let ~x ∈ E s.t. ||~x||Rn = 1; Then ||(B−Z).~x||2
Rm = ||B.~x||2

Rm = ||∑k+1
i=1 σi(~v

T
i .~x)~ui||2 =

∑k+1
i=1 σ

2
i (~v

T
i .~x)

2,

the ~ui being orthonormal vectors. Thus ||(B−Z).~x||2
Rm ≥ σk+1

∑k+1
i=1 (~v

T
i .~x)

2 = σk+1||~x||2 = σk+1. So
min

Z:RangZ=k
||B − Z|| ≥ σk+1.

B Application: The discrete inf-sup condition

Example of div~u = 0, corresponding to B a rectangular m ∗ n matrix (computation of b(~vh, qh) = 0).
Here BT stands for [Bh], cf. (1.12), and we compute the singular values of BT , i.e. the eigenvalues of(
0 BT

B 0

)
. We get:

Proposition B.1 Let σr > 0 be the smallest positive eigenvalue of B. We have (value of the inf-sup
constant)

inf
qh∈Qh

sup
vh∈Vh

b(vh, qh)

||vh||V ||qh||Q
= σr.

Proof. B =
∑r

i=1 σi~ui.~v
T
i gives B.~x =

∑r
i=1 σi(~v

T
i .~x) ~ui, so ~yT .B.~x =

∑r
i=1 σi(~v

T
i .~x) (~y

T .~ui).
Let ~x =

∑n
j=1 x

j~vj and ~y =
∑n

k=1 y
k~uk. Thus ~yT .B.~x =

∑r
i=1 σix

i yi.

Thus for ||x|| = 1, and ~y being fixed with ||~y|| = 1, the sup is given by xi = σiy
i

(
∑

i σ
2
i y

2
i )

1
2
, and gives

~yT .B.~x = 1

(
∑

i σ
2
i y

2
i )

1
2

∑r
i=1 σ

2
i y

2
i = (

∑
i σ

2
i y

2
i )

1
2 . Thus the inf for ~y is given with ~y = ~ur, and gives

~yT .B.~x = σr.
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